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Abstract—With the enhanced capabilities of the SCADA system, the power system can monitor its operating states in real-time. On the other hand, it also makes the power system more vulnerable to various kinds of attacks. One attack that has serious consequences is the False Data Injection (FDI) attack against the state estimation process. Although some techniques have been proposed to select meters to protect, none of them considers the cost of protecting meters, and thus will not perform well when only a limited number of meters can be protected due to budget limitation. In this paper, we consider a new problem: Given a limited budget, how to select the most critical meters to protect so that the probability of attackers launching successful stealthy FDI attack is minimized? We first formalize this problem which is NP-complete, and then propose heuristic based solutions. The idea is to rank and select meters based on a metric called vulnerability index, which considers two factors: how likely the meter will be targeted by the attacker to launch FDI attacks and how much damage will be caused by compromising the meter in case of a successful stealthy FDI attack. Evaluation results show that our algorithm can significantly reduce the probability of successful attacks, as well as the potential damage caused by FDI attacks.

I. INTRODUCTION

Today’s power system relies on Supervisory Control and Data Acquisition (SCADA) [1] to monitor and control the generation, transmission, and distribution of electricity. With its enhanced control and monitoring capabilities, SCADA can remotely monitor and control the power system to make sure it operates normally. In particular, there is a state estimation process where the control center estimates the state variables of the power system based on meter measurements [2]. These estimates will then be passed on to all system operators to control the physical components of the smart grid.

The evolution of the smart grid technology, especially the integration of the cyber-physical technology, has brought in many improvements to the electric power infrastructure, resulting in higher efficiency and reliability [3], [4]. However, it also brings a large amount of potential security threats to the power system [5], [6]. For example, it is possible that the attacker can compromise meter measurements and mislead the control center to make false estimates of the state variables. Such attacks may cause great damage to the power system and lead to serious consequences [7], [8]. Among them Liu et al. [7] were the first to demonstrate that a new FDI attack could circumvent bad data detection (BDD) techniques in today’s SCADA system. They prove that with the knowledge of the power system configuration, the attacker can introduce arbitrary bias to estimated state values without being detected. Such an attack is referred to as an stealthy false data injection attack.

To protect the power system against such stealthy false data injection attacks, many researchers have proposed various solutions [9], [10], [11], [12]. In [12], the authors propose that by secretly changing the configuration of the bus system, the attacker will not be able to construct stealthy attacks since he only knows the previous configuration. However, it is possible for the attacker to learn and guess the new configuration. In [9], algorithms have been proposed to place PMUs (which can directly measure the bus voltage phasor with GPS timestamp) to directly verify the estimates of selected measurements independently, but these solutions are vulnerable to GPS spoofing attacks [13]. In [14], [10], [11], different algorithms have been proposed to select and protect meters to make sure that the stealthy FDI attacks will not succeed. However, all of them need to protect a relatively large number of meters (e.g., proportional to the number of bus in the system), which may not be practical for large systems with a limited budget.

In this paper, we consider a new problem: Given a limited budget, how to select the most critical meters to protect so that the probability of attackers launching successful stealthy FDI attack is minimized? We first formalize this problem which is NP-complete, and then propose heuristic based solutions. The idea is to rank and select meters based on a metric called vulnerability index, which considers two factors: (1) how likely the meter will be targeted by the attacker to launch FDI attacks; (2) how much damage will be caused by compromising the meter in case of a successful stealthy FDI attack. The major contributions of this paper are summarized as follows:

- We are the first to consider the cost constraint in selecting meters to protect against FDI attack, and we formalize the meter selection problem under a budget limitation.
- We propose a novel metric to rank the meters and propose a heuristic based algorithm to select meters based on the proposed metric.
- By launching false data injection attacks against IEEE 14 bus, 30 bus, 57 bus, 118 bus and 300 bus system, we demonstrate that the proposed algorithm can significantly reduce the probability of successful attacks, as well as the potential damage caused by FDI attacks.

The rest of the paper is organized as follows. Section II
II. RELATED WORK

False data injection attacks have been studied in different fields, such as wireless sensor network [15], [16], control system [17], etc. Among them, false data injection attacks against the state estimation in smart grid have attracted considerable attention. In [7], [8], different attack scenarios were presented and the damage of the proposed attacks were demonstrated. Among them, Liu et al. [7] were the first to show that bad data detection (BDD) techniques could be bypassed if the attacker knew the configuration of the power system and demonstrated how to construct such attack vectors.

To mitigate the stealthy false data injection attacks, a large amount of research has been done. In [10], [11], [18], different algorithms have been proposed to select a set of meters to protect so that the attacker cannot launch false data injection attacks without being detected. However, none of the existing research considers the cost of protecting meters, and thus will not perform well when only a limited number of meters can be protected due to budget limitation.

III. PRELIMINARIES

A. State Estimation

To maintain system reliability, the control center needs to monitor the running state of the power system. Some values can be observed directly from meters, such as line power flow, bus voltage magnitude, etc. However, there are some state variables that cannot be observed directly, such as bus voltage angles, etc. Thus, the control center needs to estimate these state variables using those values that are observable, and this is the state estimation process.

Let $n$ denote the number of buses in the system and $m$ denote the number of meters in the system. Let $x = (x_1, x_2, ..., x_n)^T$ denote the state variables we want to estimate. Let $z = (z_1, z_2, ..., z_m)^T$ denote the meter measurements. Based on the topology and configuration of the system as well as power laws such as power balance theory and Kirchhoff’s Law, the state estimation problem can be formulated as follows:

$$z = h(x) + e,$$

$$h(x) = (h_1(x_1, x_2, ..., x_n), ..., h_m(x_1, x_2, ..., x_n))^T$$ and $h_i(x_1, x_2, ..., x_n)$ is a function of $(x_1, x_2, ..., x_n)$. $e = (e_1, e_2, ..., e_m)^T$ are measurement errors, with $e_j \in R$, $j = 1, 2, ..., m$. The goal of state estimation process is to find an estimate $x_\hat{}$ of $x$ that fits the measurement $z$ and the above equation the best.

In this paper, we consider the DC power flow model, and the above state estimation problem can be simplified to the following model:

$$z = Hx + e,$$

where $H = (h_{i,j})_{m \times n}$. $H$ is usually called the measurement Jacobian matrix, and it is solely determined by the topology and configuration of the power system. Once the topology and configuration of the power system are fixed, it will not be changed by any real-time measurements such as voltage/current/power flow, etc.

B. Power System and Assumptions

In this paper, we consider the IEEE 14 bus, 30 bus, 57 bus, 118 bus and 300 bus system. Each bus in the grid is considered as a node, and power lines connecting buses are considered as edges between nodes. For each bus, there are meters connected to it measuring important data such as voltage and power.

With a limited budget, we need to decide which meters to protect so that the attackers’ chance of launching successful attack is minimized. By “protection”, we aim to prevent the meter readings against either form of manipulation: 1) tampering with the communication between meters and the control center; 2) tampering the meter physically. To secure the communications between meters and the control center, we can take advantage of proposed tamper-proof communication algorithms [19]. However, such algorithms require high computation capability and thus are not feasible with most previous smart meter models [20]. It is not possible to replace/upgrade millions of smart meters that have already been deployed. To protect smart meters against physical tampering, additional hardware such as tamper detection devices and video monitoring devices need to be installed. Such hardware and devices are costly to install and maintain, and thus it is not possible to secure every meter in the grid. Furthermore, the cost to protect different meters is different. For example, some meters have more complex hardware/software than others and may cost more to upgrade [21], [22]; some meters are located in the remote area and will cost more [23] (such as transportation, labor, etc.) to protect, etc.

C. Threat Model

The measurements used for state estimation may be inaccurate due to hardware malfunction, malicious behavior, etc., and this may cause the control center to have wrong estimates of state variables. Thus, it is very important for the power system to detect bad data. The most commonly used approach for bad data detection (BDD) is to use the L2-norm of measurement residual:

$$||z - Hx||$$

Here, $z - Hx$ is the measurement residual, which shows the difference between the vector of observed measurements and the vector of estimated measurements. $||z - Hx||$ is compared with a certain threshold $\tau$. If $||z - Hx|| > \tau$, there is bad data and the state estimation results will be discarded by the control center. It can be proved mathematically that $||z - Hx||^2$ follows a $\chi^2$ distribution with $v = m - n$ as the degree of freedom, assuming that all state variables are independent and meter errors follow a normal distribution [24]. $\tau$ can be
determined through a hypothesis test with a significance level $\alpha$.

From the attacker’s point of view, there is no point of launching a false data injection attack if the injected bad data will be detected by the aforementioned bad data detection process. Thus, we assume that the attacker only launches attacks that can bypass the bad data detection process. If the attacker chooses the attack vector wisely, it can pass the bad data detection.

Suppose the attacker chooses a non-zero arbitrary attack vector $a = (a_1, a_2, \ldots, a_m)^T$, and then adds it to the original measurements to get the malicious measurements $z_a = z + a$. Let $\hat{z}_{\text{bad}}$ and $\hat{x}$ denote the estimates of $x$ using the malicious measurements $z_a$ and the original measurements $z$, respectively. $\hat{z}_{\text{bad}}$ can be represented like this:

$$\hat{z}_{\text{bad}} = \hat{x} + c$$

Here $c$ denotes the estimation error caused by the attack. As shown in [7], if the attacker chooses $Hc$ to be the attack vector $a$, then the L2-norm of the measurement residual of $z_a$ is equal to that of $z$. Thus, the malicious measurements can pass bad data detection as long as the original measurements $z$ can pass the detection.

**Theorem 1:** If the attacker can compromise $k$ specific meters, where $k \geq m - n + 1$, he/she can always construct an attack vector to bypass the detection.

**Proof:** As shown above, the attack vector that can pass bad data detection is $a = Hc$. Let $P = H(H^TH)^{-1}H^T$, and $B = P - I$.

$$a = Hc \iff Pa = PHc$$

$$\iff Pa = Hc \iff Pa = a$$

$$\iff Pa - a = 0 \iff Ba = 0$$

$H$ is an $m \times n$ full rank matrix. Assuming $m \geq n$, $rank(H) = n$. Since $P = H(H^TH)^{-1}H^T$, $rank(P) = rank(H) = n$. Obviously, for $B = P - I$, $rank(B) = m - n$. Since the attacker can compromise $k$ meters, then only $k$ elements in $a$ are non-zero. We get the $k$ corresponding columns from $B$ to get a new matrix $B'$. Since $k \geq m - n + 1$, we have $rank(B') \leq m - n < k$. Thus, $B$ is a rank deficient matrix and there exist infinite number of non-zero solutions.

We assume that the attacker can compromise $k$ meters. He will try to construct the attack vectors that can pass the BDD process using the compromised measurements and launch attacks using all available attack vectors.

### IV. Problem Formulation

#### A. System Model

In our system, there are three major elements: buses, transmission lines, and meters. The attacker will try to compromise certain meters and launch stealthy FDI attacks against the power system. If the FDI attack can not be detected by the BDD of the power system, it is called a successful attack.

There are many meters in the power grid, and the cost of protecting different types of meters may be different. For example, installing malware on different models of meters may cost differently, and installing physical protection for meters of different sizes may cost differently. Suppose we have a limited budget (denoted as $C$), and we have to select meters to protect among all meters. Our goal is to select the most important meters to protect. For example, as shown in Fig. 1, suppose we can only afford to protect one meter among meter 5 and meter 3, which one should we choose? Obviously, meter 5 is more vulnerable than meter 3 since it can be used to launch more attacks and then bring more damage to the system once the attack is successful. The techniques to identify such meters and to calculate the importance of these meters will be presented in the following sections.

#### B. Meter Selection Problem

Our goal is to select the most important meters to protect so that the probability of attackers launching successful stealthy FDI attack is minimized.

1) **Original Problem:** We want to select certain meters so that we can maximize our gain with a given cost. Suppose the chosen meters are $m_{k_1}, m_{k_2}, \ldots, m_{k_t}$, we first need to calculate the combined influence (denoted by matrix $I$) of these $l$ chosen meters on the grid. The meter selection problem can be formally defined as below:

Maximize $Gain = I \cdot m$ \hspace{1cm} (1)

$$\text{ST} \sum c_i \leq C$$ \hspace{1cm} (2)

$$\text{ST} i = k_1, k_2, \ldots, k_t = (m_{k_1}, m_{k_2}, \ldots, m_{k_t})^T$$ \hspace{1cm} (3)

Here, $c_i$ denotes the cost of protecting $m_i$. It is clear that this problem is an integer programming problem, which is NP-complete. The following is a reduction from the minimum vertex cover to the integer programming that can be served as the proof of NP-completeness. Let $G = (V, E)$ be an undirected graph. Define a linear program as follows:

$$\min \sum_{v \in V} y_v$$

$$y_v + y_u \geq 1 \forall u, v \in E$$

$$y_v \in \mathbb{Z}_{\geq 0} \forall v \in V$$ \hspace{1cm} (4)
Given that the constraints limit \( y_c \) to either 0 or 1, any feasible solution to the integer program is a subset of vertices. The first constraint implies that at least one end point of every edge is included in this subset. Therefore, the solution describes a vertex cover. Additionally given some vertex cover \( C \), \( y_c \) can be set to 1 for any \( v \in C \) and to 0 for any \( v \notin C \) thus giving us a feasible solution to the integer program. Thus we can conclude that if we minimize the sum of \( y_c \), we have also found the minimum vertex cover.

2) Approximated Problem: In this section, we will introduce our Approximated Meter Selection Problem. In the original problem, for each possible combination of meters, we need to calculate the joint gain by protecting all meters in the combination. However, it is difficult to actually quantify this joint gain, since it is difficult to quantify the inter-influence between meters in a group. Thus, we define an approximated problem that treat each meter independently, and simply assume that the joint gain of protecting a group of meters is simply the sum of the gain of protecting each meter in the group. Let \( m_i \) denote meter \( i \) and \( c_i \) denote the cost of protecting \( m_i \). Let \( \text{critical}_i \) denote the critical degree of \( m_i \). Our approximated meter selection problem can be expressed more formally as below:

\[
\text{Maximize } \text{Gain} = \sum \text{critical}_i \times x_i \\
\text{ST } \sum c_i \times x_i \leq C; \\
\text{ST } x_i \in \{0, 1\}, i = 0, 1, 2, ..., n; 
\]

In the above model, \( x_i \) is the indicator variable to be determined. \( x_i = 1 \) if \( m_i \) is selected; \( x_i = 0 \) otherwise. The purpose of the optimization is to determine the variables \( x_i \) to maximize the gain subject to the constraints 6 and 7. Constraint 6 states that the total cost of protecting selected meters should not exceed the given budget.

**Theorem 2:** The Approximated Meter Selection Problem is NP-complete.

**Proof:** The problem of Meter Selection can be proved to be NP-complete via a reduction from the Knapsack problem, which can be stated as follows. Given a set of \( n \) items numbered from 1 up to \( n \), each with a weight \( w_i \) and a value \( v_i \), along with a maximum weight capacity \( W \),

\[
\text{maximize } \sum_{i=1}^{n} v_i x_i \\
\text{subject to } \sum_{i=1}^{n} w_i x_i \leq W \text{ and } x_i \in \{0, 1\}. 
\]

Here \( x_i \) represents the number of instances of item \( i \) to include in the knapsack. Informally, the problem is to maximize the sum of the values of the items in the knapsack so that the sum of the weights is less than or equal to the knapsack’s capacity. It is quite obvious to see the reduction: let \( C \) be the weight capacity of the knapsack, \( c_i \) be the weight of each item and \( \text{critical}_i \) be the value of each item. Our meter selection problem becomes a knapsack problem.

V. THE PROPOSED METER SELECTION ALGORITHM

In this Section, we explain our solution in details. First, we will introduce an important concept, target set, and our algorithms to search for target sets. Then we will introduce our novel metrics: Attack Centrality, Damage Index and Vulnerability Index. In the end, we will demonstrate how we use target sets and our novel metrics to select meters to protect.

A. Target Set

The attackers will only launch stealthy FDI attacks, and only certain meters can be used to construct valid attack vectors. Thus, we only need to protect the meters that are likely to be chosen by the attackers. In other words, we need to find out the meters that will be in the attack vectors to be candidates for protection.

A target set is a set of meters that satisfy the following two conditions: 1) The attacker can launch a successful false data injection attack with the meters in the target set without being detected; 2) Attacking any subset of meters in this target set will be detected.

**Theorem 3:** \( \text{rank}(H - S) = \text{rank}(H) - 1 \). \( S \) denotes all the columns corresponding to the target set.

**Algorithm 1 Target Sets Search Algorithm**

1: Input: measurement Jacobian matrix \( H \), size of target sets
2: we are searching \( k \) (initialized to 1), \( K \) that contains all the possible sets whose size is \( k \)
3: output: Set of all target sets \( S \)
4: while \( k \leq m \) and \( K \) is not empty do
5: for each set \( E \) in \( K \) do
6: if \( \text{rank}(H - E) = n - 1 \) then
7: if no strict subsets of \( E \) is in \( S \) then
8: put \( E \) in \( S \)
9: end if
10: end if
11: if \( \text{rank}(H - E) = n \) then
12: put all \( E + 1 \) in \( K \)
13: end if
14: k = k + 1
15: end for
16: end while

**Proof:** Since the columns of \( S \) can form an attack vector for stealthy FDI attack, we have \( \text{rank}(H - S) < \text{rank}(H) \).

Since the columns of any subset of \( S \) cannot form a stealthy FDI attack, \( \forall P \subset S \), we have \( \text{rank}(H - P) = \text{rank}(H) \).

Suppose there exists a target subset \( S' \) that satisfies the following condition: \( \text{rank}(H - S') < \text{rank}(H) - 1 \). We can keep removing columns from \( S' \) until the new set \( S'' \) satisfies: \( \text{rank}(H - S'') = \text{rank}(H) - 1 \). Then, we have \( S'' \), which is also a target set. Since \( S'' \subset S' \), according to the condition 2) of the definition of target set, \( S' \) cannot be a target set. There
We need to consider meters in the union of all target sets, and thus we need to find all the target sets before selecting crucial meters. Our target sets search algorithm is shown in Algorithm 1.

Here, $E + 1$ means all sets that have $E$ as its strict subset and whose size is larger than $E$ by 1. Since the search with different $k$ is independent, we can use multi-threads to run the algorithm, where each thread is responsible for finding potential target sets (sets with rank $\text{rank}(H) - 1$) of different size. The parallel search algorithm is shown in Algorithm 2.

Algorithm 2 Parallel Search Algorithm

1: Input: Thread number $i$, measurement Jacobian matrix $H$,
   all possible sets with current size $K_i$
2: output: Set of all potential target sets $S_i$
3: for each set $E$ in $K_i$ do
4:   if $\text{rank}(H - E) == n - 1$ then
5:     put $E$ in $S_i$
6:   end if
7: end for

After all potential sets are found, we check from $k = 1$ to $k = m$ to find out the true target sets (sets with no subsets as target sets).

1) Upper bound of the size of the target sets: In the search algorithms we have introduced, we need to search for all possible subsets of the meters and check if each one is a target set. However, if the number of meters is large, this search space will be exponentially increased, and hence we need to reduce the search space. One possible solution is to set an upper bound to the size of target sets being searched, since most target sets are of relatively small size (e.g., 6). This assumption is reasonable due to the following:

   (1) In our experiments, we found that the size of the target set is usually small. As shown on the left side of Fig. 2, for the IEEE 14-Bus system, no target set has size larger than 6. As shown on the left side of Fig. 3, for the IEEE 39-Bus System, no target set has size larger than 7. The target set size does not grow too much even when the number of buses significantly increases. We can also see from the right figures in both Fig. 2 and Fig. 3, the cumulative distribution function of target set size for the two bus systems are quite similar.

   (2) From the attacker point of view, if the number of meters that need to be compromised is large, it is less likely for him to launch the attack. In other words, when different attack vectors are available, the attacker will choose the one with fewer meters to compromise.

   Next, we rely on a probability-based model to calculate the proper cut-off size of the target sets. First, we obtain the cumulative distribution functions of the target set size for IEEE 14 bus system, 30 bus system and 39 bus system. Then, we obtain a fitting curve $F(k, m)$ from the above functions using exponential regression analysis:

   $$F(k, m) = B(m) \times P(k)$$

where $k$ denotes the size of target sets, and $m$ denotes the number of buses in the system. To determine the cut-off size, we first find $\text{CoverRate}$ (how many target sets among all target sets to cover). In our experiments, we choose 80% as our $\text{CoverRate}$. With the chosen $\text{CoverRate}$ and the above
fitting curve, we are able to obtain the cut-off size \( C_s \) for any given bus system from the equation below:

\[
F(C_s, m) = \text{CoverRate}
\]

where \( m \) is the number of meters in the target bus system.

**B. Metrics**

Even though all meters in the target sets are likely to be used by the attacker to launch stealthy FDI attacks, they are not equally vulnerable. The more attack vectors a meter can form, the more vulnerable it is. For example, suppose there are 3 different attack vectors that can bypass BDD: \( \{m_1, m_2, m_5\} \), \( \{m_1, m_3, m_4\} \), \( \{m_1, m_5, m_6\} \). Then, \( m_1 \) is the most vulnerable meter, and by protecting this meter, we will be able to block all three potential attacks. \( m_5 \) is the second vulnerable, and two potential FDI attacks will be blocked if it is protected. Protecting the other four meters \( \{m_2, m_3, m_4, m_6\} \) can only block one potential attack, and hence less important.

Different FDI attacks may affect different buses and power lines in the grid and thus cause different problems to the power system. For example, the attack that causes power outage on a major power line connecting to New York City is certainly more dangerous than a secondary power line connecting to a small town, since it will affect more people and cause more damage to the power system. Thus, we also consider this important factor - the damage of the potential attack, when determining how crucial each meter is. The more damage the attacks constructed with the meter can cause, the more critical this meter is. To quantify the effects of these two factors, we define two metrics: Attack Centrality and Damage Index.

1) **Attack Centrality**: Even though all meters are likely to be compromised by the attacker, and protecting any meter is helpful, the benefits of protecting different meters are different.

As shown in Fig. 5, for the IEEE 14-Bus system, by protecting each meter, the number of attack vectors that can be blocked is different. For example, by protecting meter 7, 60 attack vectors become invalid. However, by protecting meter 14, only 1 attack vector is disabled. Thus, protecting meter 7 can provide more benefits than protecting meter 14. To prioritize the vulnerable meters (meters in the union of the target sets), “Attack centrality” is used to quantify the importance of a meter.

\[
AC_i = \sum_{j=1,2,\ldots,N} I_{TS_j}(m_i)
\]

Fig. 4. Demonstration of Attack Centrality

Fig. 5. 14 bus System: the number of attack vectors blocked by protecting each meter

Where \( N \) denotes the number of target sets, \( TS_j \) denotes the \( j^{th} \) target set, and \( m_i \) denotes the \( i^{th} \) meter. \( I() \) is an indicator function:

\[
I_{TS_j}(m_i) = \begin{cases} 
1 & \text{if } m_i \in TS_j, \\
0 & \text{if } m_i \notin TS_j.
\end{cases}
\]

Fig. 4 is a simple demonstration of how the Attack Centrality metric is used. As shown in the figure, the attack centrality of \( n_1, n_2, n_6, n_7 \) is 1, the attack centrality of \( n_4, n_5 \) is 2, and the attack centrality of \( n_3 \) is 3. Thus, \( n_3 \) is the most important node, and should be the first to be protected.

2) **Damage Index**: With Attack Centrality, we have considered the “importance” of each meter in terms of how likely the attacker will target on it. However, for different successful attacks, the damage they bring to the power system are different. Thus, when choosing meters to protect, we should also consider the potential damage to the power system once the meter is compromised and try to protect the meters that might bring more damage. To analyze the potential damage associated with each meter, we adapt the sensitivity analysis of power system. There are two popular sensitivity analysis: \( n - 1 \) and \( n - k \). Since here we want to study the damage caused by each meter independently, we choose the \( n - 1 \) analysis. To quantify how much damage a meter might bring if it is compromised during a successful FDI attacks, we define a metric Damage Index as:

\[
DI_i = \sum_{j \neq i} \gamma \cdot P_{j,i} \cdot Sensitivity_{j,i}
\]

Here, \( j, i \) denotes power line that connects meter \( j \) and meter \( i \). \( P_{j,i} \) is the current power flow (in MW) in power line \( j, i \). It can be observed from meter readings directly. \( Sensitivity_{j,i} \) denotes the influence of line \( j, i \) on the other lines in the power system. It can be obtained through power system contingency analysis [25].

\[
Sensitivity_{j,i} = \sum_{(j,i) \neq (l,k)} \frac{1}{2} \left( \frac{P_{l,k}^{lim}}{P_{l,k}} \right)^2
\]

\( P_{l,k}^{lim} \) is the power capacity (in MW) of transmission line \( l, k \). It solely depends on the power grid topology and configuration. Power capacity values of widely used power systems
are available to the public and can be loaded from MATLAB power models.

3) **Vulnerability Index**: Both Attack Centrality and Damage Index affect how crucial each meter is. Thus, when selecting the most crucial meters to protect, we need to consider both factors at the same time. To quantify the joint effect of the two metrics, we define the Vulnerability Index of a meter \( i \) as:

\[
VI_i = \alpha \cdot AC_i + \beta \cdot DI_i
\]

\( \alpha \) and \( \beta \) are parameters determined by the influence of each factor on the node priority based on the attack model. We will rank all the meters that might be targeted by the attacker according to their vulnerability index and select the top \( k \), where \( k \) is determined by the given cost.

### C. Meter Selection

After we’ve ranked all meters in the union of all target sets based on Vulnerability Index, we select meters to protect according to Algorithm 3.

**Algorithm 3: Greedy Algorithm**

1. Input: budget \( C \), ranked meter list \( L \) with Vulnerability Index from high to low
2. Output: Selected meter set \( S \)
3. While \( C > 0 \)
   4. For each \( m_i \in L \)
      5. If \( C > c_i \)
         6. \( S = S \cup \{ m_i \} \)
         7. \( L = L \setminus \{ m_i \} \)
         8. \( C = C - c_i \)
         9. Break
   10. End if
5. End while

The greedy algorithm is executed in iterations. During each iteration, it picks the meter with the largest Vulnerability Index. The whole process is then repeated, until we have used up all the budget.

**Theorem 4**: The greedy algorithm has an approximation ratio of \( 1/2 \).

**Proof**: Let \( k \) be the index of the first item that is not accepted by greedy algorithm. Consider the following claim:

**Claim 1**: \( VI_1 + VI_2 + \ldots + VI_k \geq OPT \). In fact, \( VI_1 + VI_2 + \ldots + \alpha VI_k \geq OPT \). where \( \alpha = \frac{(C - (c_1 + c_2 + \ldots + c_{k-1}))}{c_k} \), is the fraction of item \( k \) that can still fit in the knapsack after packing the first \( k-1 \) items.

The proof of Theorem 4 follows immediately from the claim. In particular, either \( VI_1 + VI_2 + \ldots + VI_{k-1} \) or \( VI_k \) must be at least \( OPT/2 \). We now only have to prove Claim 1. Now set \( x_1 = x_2 = \ldots = x_{k-1} = 1, x_k = \alpha \), and \( x_i = 0 \) for all \( i > k \). This is a feasible solution to our problem that cannot be improved by changing any one tight constraint, as we sorted the items. \( VI_1 + VI_2 + \ldots + \alpha VI_k \geq OPT \). The first statement of the lemma follows from the second as \( alpha \leq 1 \).

## VI. Performance Evaluations

In this section, we evaluate the performance of our meter selection algorithm. Since there is no existing work on meter selection, we compare it to RandomSelect, which randomly selects the same number of meters as ours based on the cost requirement.

### A. Computation Cost

In this section, we evaluate the computation cost of our proposed meter selection algorithm. It is easy to see that most of the computation cost is on searching target sets. The runtime of our search algorithm on IEEE 14 bus system is shown in Fig. 6, and the total search time is around 20 seconds. For larger systems, the computation overhead grows exponentially in theory. The number of computations needed for IEEE 14-Bus, 30-Bus and 39-Bus Systems are shown in Table I. In our experiments, our algorithm can run 20,000 computations per second. Then, 39-Bus System will take around 12 hours to search all sets.

As discussed in the previous section, we can reduce the cost by setting an upper bound for the target size. The number of computations needed for different systems with different upper bound is shown in Table II. We can see that with an upper bound, larger systems will become solvable. Since our search algorithm only needs to run once for each grid topology, the computation cost is acceptable.

### B. Successful Rates of Stealthy FDI Attacks

To show the effectiveness of our defense technique against stealthy FDI attacks, we evaluate the attack successful rate after deploying our technique, and compare it to that of RandomSelect. We assume the attacker can compromise \( l \) meters (in our experiments, these meters are generated randomly). He then tries to construct attack vectors that can bypass the BDD process and then launches attacks with all available attack vectors. If he is able to construct such attack vectors (in other words, there exists at least one target set in the compromised meters), he will launch FDI attacks. For our defense algorithm, we first get the list of all vulnerable meters and rank them based on our proposed algorithm. Then \( k \) meters (\( k \) is determined by the cost limit) are selected from the top of the list. If the selected \( k \) meters overlap with the attack vector, the attack fails. Otherwise, the attack is successful.
In our experiments, we choose \( l = m \times 30\% \), \( k = m \times 10\% \). \( m \) is the number of meters in the system. The results are shown in Table III.

### C. Damage of FDI Attacks

In this section, we evaluate the damage caused by FDI attacks and compare the performance of our defense technique with RandomSelect. In our experiments, the attacker randomly chooses \( n \) meters and increases their readings by 50%. RandomSelect randomly chooses \( k \) meters to protect, and our scheme chooses the top \( k \) meters based on our ranking. The protected meters cannot be compromised, i.e., the readings can not be changed.

We calculated the percentage error of state estimation using the estimated states after the attack (denoted as \( z_i' \)) and the estimated states without attack (denoted as \( z_i \)) as follows:

\[
\text{percentage error} = \left| \frac{z_i' - z_i}{z_i} \right| \times 100\%
\]

Table IV shows the results (with percentage error for each bus) of the IEEE 14 bus system. As can be seen, with our selection algorithm, the power grid is much less affected by the attacks compared to RandomSelect. Here, the phase error for Bus 1 is not available since during state estimation, bus 1 is used as the reference bus, and its phase is considered to be 0. We also did experiments with IEEE 30 bus, 57 bus, 118 bus and 300 bus system. To save space, we only show the max percentage error and average percentage error among all buses in Table V. As can be seen, our meter selection algorithm has much better performance compared to RandomSelect. Furthermore, as the bus system increases, the performance gain of using our meter selection algorithm also increases. Thus, for power grid with a larger number of meters, our algorithm performs better.

### D. Failures

When the state estimation error is larger than the power system can tolerate, there may be failures of components (lines, buses, etc.) in the bus system. In this section, we show the number of possible failures caused by the attack with/without using our meter selection algorithm and compare it with RandomSelect. The results are shown in Fig. 7, where \( \theta \) is the percentage of compromised nodes. As we can see, our selection algorithm reduces the number of outage lines significantly compared with RandomSelect. Also, as the number of protected nodes increases, the benefits of our algorithm also increases.

### E. Influence of UpperBound of Target Set Size

As introduced in Section V-A1, we set an upper bound for target set size and only search for target sets that are smaller than this upper bound. As shown in Section VI-A, the computation cost can be reduced significantly by this upper bound. In this section, we evaluate the influence of this upper bound on the performance. The successful rates of FDI attacks with different UpperBound are shown in Table VI. We can see that with upper bound, the successful rates of FDI attacks increase, but only very slightly. We can also see that the upper bound has a larger influence on larger bus system. However, even for the 300-Bus System, the performance of using an upper bound as small as 5 is still very good.

### VII. Conclusions

In this paper, we studied the problem of how to select the most critical meters to protect to minimize the probability of attackers launching successful stealthy FDI attacks given a limited budget. We first formalized this problem which is NP-complete, and then proposed heuristic based solutions. The idea is to rank and select meters based on the vulnerability index, which considers how likely the meter will be targeted by the attacker to launch FDI attacks and how much damage will be caused by compromising the meter. Evaluations based on IEEE 14 bus, 30 bus, 57 bus, 118 bus and 300 bus system demonstrate that the proposed algorithm can significantly reduce the...
### TABLE V

**Average Estimation Error Caused by FDI Attacks for IEEE 30-Bus, IEEE 57-Bus, IEEE 118-Bus and IEEE 300-Bus: Our Defense vs. RandomSelect**

<table>
<thead>
<tr>
<th>Bus System</th>
<th>Max Voltage Error</th>
<th>Average Voltage Error</th>
<th>Max Phase Error</th>
<th>Average Phase Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>30-Bus</td>
<td>OurDefense 0.14%</td>
<td>RandomSelect 14.57%</td>
<td>OurDefense 0.06%</td>
<td>RandomSelect 24.30%</td>
</tr>
<tr>
<td>57-Bus</td>
<td>RandomSelect 14.57%</td>
<td>RandomSelect 24.30%</td>
<td>RandomSelect 14.13%</td>
<td>RandomSelect 24.30%</td>
</tr>
<tr>
<td>118-Bus</td>
<td>OurDefense 0.06%</td>
<td>My Solution 0.09%</td>
<td>OurDefense 0.06%</td>
<td>My Solution 0.09%</td>
</tr>
<tr>
<td>300-Bus</td>
<td>RandomSelect 24.30%</td>
<td>RandomSelect 29.46%</td>
<td>RandomSelect 16.20%</td>
<td>RandomSelect 25.78%</td>
</tr>
</tbody>
</table>

### Figure 7

Number of potential failures with different $\theta$ in IEEE 57-bus system

### TABLE VI

**Successful Rates of FDI Attacks W. Different Target Set Size (UpperBound) (UB)**

<table>
<thead>
<tr>
<th>Bus System</th>
<th>No UB</th>
<th>UB = 20</th>
<th>UB = 10</th>
<th>UB = 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>30-Bus</td>
<td>18%</td>
<td>18%</td>
<td>18.7%</td>
<td>19.6%</td>
</tr>
<tr>
<td>57-Bus</td>
<td>24%</td>
<td>24%</td>
<td>24%</td>
<td>25.1%</td>
</tr>
<tr>
<td>118-Bus</td>
<td>12.2%</td>
<td>12.7%</td>
<td>13.5%</td>
<td>14.7%</td>
</tr>
<tr>
<td>300-Bus</td>
<td>5.4%</td>
<td>6.5%</td>
<td>8.1%</td>
<td>10.5%</td>
</tr>
</tbody>
</table>
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