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Abstract— The existing time synchronization schemes in sensor data than without any data. For example, if an adversary can
networks were not designed with security in mind, thus leaving attack the time synchronization protocol so that the egttha
them vuinerable to security attacks. In this paper, we first giraction of a mobile object is contrary to its actual diieot
identify various attacks that are effective to several represetative . :
time synchronization schemes, and then focus on a specific typea wrong or even risky action may be taken and many SyStem
of attack called delay attack, which cannot be addressed by resources may be wasted. Thus, when a sensor network is
cryptographic techniques. Next we propose two approaches to deployed in an adversarial environment such as a battlefield
detect and accommodate the delay attack. Our first approach s  the time synchronization protocol is an attractive targethe
the generalized extreme studentized deviate (GESD) algorithm to adversaries.

detect multiple outliers introduced by the compromisgd nodgs; In this paper, we first identify several security attacks dn a
our second approach uses a threshold derived using a time ' 3 ; el
transformation technique to filter out the outliers. Finally we Versary can launch against a non-secure time synchroomzati
show the effectiveness of these two schemes through extemesi protocol. For instance, an attacker can replay old syndhaen
simulations. tion messages, drop, modify, or even forge exchanged timing
messages. Since many of these attacks can be addressed by
employing appropriate cryptographic techniques, we faous
Many sensor network applications require time to be sya-specific type of attack calledelay attack which cannot be
chronized within the network. Examples of such applicagioraddressed by the cryptographic techniques. In the delagiatt
include mobile object tracking, data aggregation, TDMAioad a malicious attacker (or a compromised node) deliberately
scheduling, message ordering, to name a few. Consider tieays the transmission of time synchronization messames t
application of mobile object tracking [1], in which a sensomagnify the offset between the time of a malicious node
network is deployed in an area of interest to monitor passisgd the actual time. All the current time synchronization
objects. When an object appears, the detecting nodes recsebemes [2], [3], [4], [5], [6] are vulnerable to this attack
the detecting location and the detecting time. Later, theseone way or another.
location and time information are sent to the aggregatiadeno We propose two approaches to detect and accommodate the
which estimates the moving trajectory of the object. Withowlelay attacks. Our first approach uses the generalizednextre
an accurate time synchronization, the estimated trajgcibr studentized deviate (GESD) algorithm to detect the oustlier
the tracked object could differ greatly from the actual onéntroduced by malicious nodes. If there is no malicious node
Similarly, we can see the importance of time synchroniratighe time offsets among the sensor nodes should follow the
for the operations of other sensor network applications.  same (or similar) distribution or pattern. For their atfack
All network time synchronization methods rely on somé be effective, malicious nodes typically report their ¢éim
sort of message exchanges between nodes. Nondeterminigfsets much larger than those from the benign nodes, lgavin
in the network dynamics such as physical channel access titheir reported values suspicious. Our second approachauses
or operating system overhead (e.g., system calls), makes time transformation technique, which enables every node to
synchronization task challenging in sensor networks. i tllerive an upper bound of the time offset that is acceptable
literature, many schemes have been proposed to addresstohi, thereby filtering out the outliers. We discuss the nseri
time synchronization problem [2], [3], [4], [5], [6]. Theseas well as the limitations of each approach, and evaluate
schemes involve the exchange of multiple time synchronizthe effectiveness of these two schemes through extensive
tion messages among multiple sensor nodes [2] or between simulations.
sensor nodes [3] to be synchronized. However, none of thenThe rest of the paper is organized as follows. The next
was designed with security in mind, even though security hasction describes the related work and discusses varieus at
been identified as a major challenge for sensor networks [#cks which are addressable using cryptographic techside
Actually, even if an adversary is capable of destroying some Section lll, we identify and discuss a new attack caltktay
all sensor nodes, it may opt for other more severe attagkse siattack Section IV presents the system model and assumptions.
it is more dangerous to take actions based on some falsersefis&ection V, we present the GESD-based approach. Section
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VI presents the threshold-based approach. The performaasedigital signatures, because we assume that nodes may be
of these two approaches are evaluated in Section VII. Secticompromised.

VIII concludes the paper.
Ill. THE DELAY ATTACK MODEL

Il. RELATED WORK The time synchronization schemes proposed for wireless

A. Time Synchronization in Hostile Environments sensor networks are based on two models: the receiveregcei
All of the current time synchronization protocols [2], [3],model and the sender-receiver model. The reference brsadca

[4], [5], [6] become vulnerable in hostile environmentskify ~ Synchronization scheme (RBS) [2] and its prototype prdtoco
the RBS scheme as an example, an attacker may lauit8l fall into the receiver-receiver model. In the followinwe
different kinds of attacks to break the protocol. The firsagit Simply use the RBS scheme to represent the receiver-receive
is called masquerade attackSuppose noded sends out a Model. Schemes of the sender-receiver model include TPSN
reference beacon to its two neighbdssand C. An attacker [3], LTS [4], the tiny-sync and mini-sync schemes [5], and th
E can pretend to b& and exchange wrong time informationglobal time synchronization protocol [6]. In the followinge
with C, disrupting the time synchronization process betwedHll describe the delay attack model in the context of the RBS
B and C. A second attack is calleteplay attack Using the Scheme [2], which is based on the following idea: using aithir
same scenario in the first attack, an attackzrcan replay Party for time synchronization. A node, which is a reguladeo
B's old timing packets, misleading’ to be synchronized to acting as areferencenode, broadcasts a reference beacon to
a wrong time. A third attack is callethessage manipulation its neighbors. Each neighboring node records the arriva ti
attack In this attack, an attacker may drop, modify, or evefif the beacon based on its own clock. Since these receiving
forge the exchanged timing messages to interrupt the tifigdes are close to the reference node, we can assume the
synchronization process. For the message dropping attde®acon arrives at both receivers at the same time. Therefore
the attacker can selectively drop the packets to prolong the difference between the recording times of these rewgivi
converging time of the synchronization process. This &ttagodes is the time offset between them. By exchanging their
could be difficult to detect. For the message forging attackecorded receiving times, they can calculate the time bffse
the attacker can forge many reference beacon messages agidst and synchronize their clocks. As shown in Figure,1(a)
flood the network. On one hand, it breaks time synchronipati®iodesA and B have the recorded timés andi,, respectively,
among the neighbors. On the other hand, it causes those nodiiéthe time offset between themis= ¢, —t,. To synchronize
to consume power to process these unwanted and faked timi¥igh node A, node B may increase its clock by, or both of
messages. If some of the nodes are power-deprived, sdfem set their clocks tét, +t5)/2.
holes or even partition may appear in the network. Next we introduce a new attack model against the RBS
We can certainly employ some cryptographic techniques $6heme.
address the aforementioned attacks. For example, prayvidin Definition 1 (Delay Attack): In a delay attack, an at-
authentication of every exchanged message will prevent @¢ker deliberately delays some of the time messages, e.g.,
outside attacker from impersonating other nodes or atighie the beacon message in the RBS scheme, so as to fail the time
content of an exchanged message. Adding a sequence nun§iygghronization process.
to beacon messages or other messages will prevent messadggure 1(b) and (c) show two ways to launch the delay
replay attacks. Message dropping may be noticed by so@igack in the RBS scheme. In Figure 1(b), two colluding nodes

misbehavior detection schemes [8]. act as the reference node for nodésand B. They send the
] o reference beacohto nodesA and B at different times. As a
B. Fault-Tolerance Time Synchronization result, nodes! and B receive the beacon messages at different

The time synchronization problem has been studied fomes, but they assume they receive the beacon at the same
many years and most of the previously proposed approachiese. Figure 1(c) shows that a malicious node can launch
fall into the general field of fault-tolerance time synchiman the above attacks alone if it has a directed antenna [14] so
tion [9], [10], [11], [12]. Our proposed schemes differ fronthat nodesA and B only hear one beacon message. The
these schemes in several ways. First, in [10], [11], [12], delay attack can also be launched when a benign node is
was assumed that two nonfaulty clocks never differ by mosynchronizing with a compromised node. The compromised
than a predefined threshold However, how to define this node can add some delay to the beacon receiving time and
threshold is not discussed. In our second scheme, we sgad it the good node. This will mislead the good node to
the time transformation technique to derive the threshOld. synchronize to a wrong time.
first scheme do not have this assumption at all. Second, thél'he sender-receiver model protocols [3], [4], [5], [6] al®oa
scheme of [9] requires an authentication mechanism suchvagnerable to the delay attack. In the sender-receiver inode
digital signatures to ensure that no other node can genertdite sender and the receiver exchange time synchronization
the same message or alter the message without detection. @agkets, estimate the round-trip transmission time beatwee
schemes do not have this requirement. In fact, our schentleesm, and synchronize their clocks after finding the clock
are addressing a new attack, called delay attack, which a#fset between them. Since only two nodes are involved in
not be prevented or handled by cryptographic techniquds sube process, this model does not suffer from the attacks
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Fig. 1. The RBS scheme and the delay attack

introduced by a malicious reference node. However, a noBe Models for Secure Time Synchronization
can be deceived if the node it is synchronizing with is

malicious. Therefore, these schemes are also subject to the
aforementioned delay attacks. }

delay-attack
N
Lt

IV. SYSTEM MODEL AND ASSUMPTIONS
A. Node, Network, and Security Assumptions

We consider a sensor network composing of resource-
constrained sensor nodes such as the current generation of
Berkeley Mica motes [15]. Every sensor node is equipped
with an oscillator assisted clock and powered by an external
battery. The cI(_Jck qf a sensor starts to tick only after it is (a) Two-node model  (b) Neighboring-node model
powered on. Since it is unlikely to power on all the sensor Fig. 2.
nodes at the same time, there may be large time offsets
among sensor nodes initially. We assume that the sensosnodeThe general idea of defending against delay attacks is as
deployed in a security critical environment is manufaadurgfollows. After collecting a set of time offsets from multépl
to sustain possible break-in attacks at least for a show tirmmvolved nodes, we identify the malicious time offsets that
interval (say several seconds) when captured by an adyersaiie due to delay attacks. The identified malicious time tdfse
[16]; otherwise, the adversary could easily compromis¢hall Wwill be excluded and the rest of the time offsets are used to
sensor nodes and then take over the network. To this end, @&imate the actual time offset. Next, we present two models
assume that there exists a lower bound on the time interf@f collecting the time offsets: the two-node model and the
Tomin that is necessary for an adversary to compromise a sengeighboring-node model, which are described in the context
node. We assume that the first time synchronization will 5§ the RBS scheme.
executed and finished within the time intervA),;,,. As a
result, we can assume that all the sensor nodes are loosetg two-node model: In this model, one node needs to
synchronized. synchronize with another node. For example, in Figure 2(a),

Because of intrinsic clock drifts of sensor nodes, the tim@de B is the cluster head and is a node within the cluster.
offsets among sensor nodes could become very large (e.g.Alhnodes in the cluster are required to synchronize with
the order of seconds or even larger) unless time synchronifaue to security concerns, nodeonly trusts the cluster head
tion is performed once in a while. Hence, we assume that tirhet not other nodes in the cluster. However, it has to use
synchronization is performed periodically. other nodes as reference nodes when using RBS. To deal

Each node is assigned a unique id before deployment anwvith security attacks on time synchronization, nadeuses
can authenticate the messages sent/received with apgeprinultiple reference nodes to obtain a set of time offsets. For
shared keys established through a key management pratwample, it can requesk, Rs,... R, to serve as reference
col [16], [17], [18]. This ensures that no node can impersenanodes. Let(t’, i) represent the two beacon receiving times
others during the exchange of timing messages and a maliciobtained by using a reference naBlgands; = (¢ —t!) be the
node can act as a reference at most once. time offset betweed and B. Node B obtainsn time offsets

Note that the presence of jam-and-replay attackers céh,0z,...,d,}. Based on the collected time offsets, we can
incur extra delay to any well-behaving node’s transmissialetect and exclude the malicious time offsets and estinhate t
in its neighborhood. As a result, a well-behaving node magctual time offset betweed and B more accurately.
be misidentified as compromised. In this paper, however, we
assume that we can utilize jamming attack detection schemé&be neighboring-node model:In some applications, a node
such as [19], to detect and remove the jam-and-replay attackay be required to synchronize with its neighbors to codpera
ers. with each other. In this case, the two-node model is not

Two models for secure time synchronization



enough since some neighbors may have been compromise@ESD is a modified version of the ESD test, which can find
and synchronizing with a malicious node is more vulnerabtaultiple outliers. Two critical parameters for GESD arand

to attacks. Our solution is illustrated in Figure 2(b). Sog@ \;, wherer is the estimated number of outliers in the data set
A hasn neighbors:Ry, Rs, ..., R,. We run the RBS schemeand ); is the two-sided 00 x « percent critical value got from
betweenA and each of its neighbors and each time we us®rmula (1).

a different node as reference to obtain a time offset. After

collectingn time offsets, we can detect the outliers, exclude A = tn—i—1,p(n — ©) 1)
them, and make a good estimation on the actual time offsets. \/(n —i—1+ t%—i—l,p)(n —i+1)

In addition to the above two models, other models are
possible. These models have one thing in common: they tollecIn Formula (1),i = 1,...,7. t, , is the 100 x p percentage

a set of time offsets, which may include malicious time dfise point from thet distribution withv degrees of freedom, and
The focus of this paper is to answer the following questiom:= 1 — [a/2(n —i+1)]. Givena,n andr, the critical values
Given a set of time offsets, how to identify the outliers and, wherei =1,...,r, can be calculated beforehand.

how to achieve an attack-resilient estimatidn?his paper, we

propose solutions in the context of RBS, although the smhsti B. Using GESD for Delay Attack Detection

can also be applied to the sender-receiver based model. = The GESD-based approach is formally defined as follows.
Definition 3 (GESD-based delay attack detection):
V. THE GESD-BASED DELAY ATTACK DETECTION Given the time offset sét = {61,02,...,d,}, all the time

Intuitively, without delay attacks, the time offsets amon%}ﬁsets& that are identified as outliers by GESD are claimed

nodes follow a similar distribution. The existence of delalf P& under delay attack. , o

attacks makes the malicious time offsets much differennfro " GESD. 7 is the number of estimated outliers in the data
the others; otherwise, the attack is not effective and can el which is the estimated number of malicious time offsets
tolerated by the time synchronization schemes. In stegistil? OUr settings. The choice of plays an important role in
these malicious time offsets are referred tooasliers which CESD. If7is set to a small number and there are more than
is defined as “an observation which deviates so much frgmmalicious time offsets among the time offsets, some of
other observations as to arouse suspicious that it was aeder €M cannot be detected using GESD. On the other hand, if
by a different mechanism” [20]. Numerous schemes hate'S too Iar_ge, it wastes time on checking _the nodes that are
been proposed to detect outliers [21] (see [21] for a survey)) fact benign (good) ones. In this paper, since the number of
Among them, the generalized extreme studentized devidf@€ offsets is small (e.g., 20), we seto be half of the total

many-outlier procedure (GESD) [22] is proved to performlweflumber of time offsets. We also assume that the number of
under different conditions [21]. In the following, we inttoce malicious time offsets is less than half of the total numbkfer o

GESD and discuss how to apply it to our problem. After thime offsets. Without this assumption, GESD may not work
ce it may find the malicious time offsets to be benign and

outliers have been identified by GESD, we discuss how ok

exclude the outliers and obtain a more accurate estimafiontd® P€nign ones to be malicious. . .
the time offset. Definition 4 (Estimate r): Let the median of the time off-

set setl’ be z and s be the standard deviation. is defined
A. The GESD Many-Outlier Detection Procedure as the number of time offsets; such that|z; — Z|/s >

. . . 2,wherei =1,...,n.
Before introducing GESD, let us first look at the extreme When the number of malicious nodes is small, i.e, less than

studentized deviate (ESD) test which is also called the It-’;ﬂ“'bS% of the total, we can utilize the median of the time offsets t

test. The ESD test is good at detecting one outlier in a rand%ré]tr_ As shown in Definition 4y is the number of time offsets
normal sample.

— . that are two standard deviations away from the median. In
Definition 2 (ESD Test): Given a data set Ii — most cases, the data and time offsets are normally distdbut
{1, 22,..., 2}, The mean of I' is denoted asz and .4 9504 of the values are at most two standard deviations
the standard deviationf I is denoted as. Let away from the mean. In our case, we replace the mean with

T; = |v; — Z|/s,wherei = 1,...,n. the median since the median serves better when there exists
malicious data sets.
T; is also called the corresponding@-value of z;. Let z; be Figure 3 shows how to use GESD to identify outliers. The

the observation that leads to the largést — z|/s,wherei = algorithm accepts three parameters: the estimated nuniber o
1,...,n. Thenz; is an outlier when T; exceeds a tabled outliersr, the time offset data sdt, and the critical value\
critical value . computed by Formula (1) can be pre-computed and stored in

In principle, if 7; does not exceed the critical value we the sensors. In the following, we usé€ to denote the critical
need not single out;. Assuming this test finds an outlier, wevalues for a data set with elements. Two array structurés
then look for further outliers by removing observationand and7, are used to save the candidate outlier informatin.
repeating the process on the remainimg- 1 observations. is used to keep the outliers afidis used to save thé& value
However, the ESD test can only detect one outlier. (Definition 2) corresponding to the candidate outliers. The



Algorithm 1: Input: r, T, A
0 letj=1, C andT be two arrays
1 begin loop

A. The Time Transformation Technique

2 calculatez and s over setl™ find . Before presenting the time transformation technique, $et u
which maximizegx; — 7|, z; € T ! first look at the hardware oscillator assisted clock in Blrke

3 let T[j] = {|zx; — Z|/s}, Clj] = =&;; Mica motes [15], which implements an approximatioi7’)
removez;. fromT; ; _ T ;
. 'k of the actual timeT. C(T) = k [, w(n)d, + C(Tp) is a

4 increasej; decreaser; . . L ITo

5 if (r < 1) break function of the real timel’, which derives from the angular

6 end loop frequencyw(T') of the hardware oscillator. In this formula,

7 let outlier setQ) = 0,5 = r; is a proportional coefficient and, is the initial clock value.

g beg'ﬂ ";?p_ ALY 16 — LIk For a perfect hardware cloclgg is equal to one. However,
i (: [1‘7} > j.[f}e)tu{m 5} (TR} all hardware clocks are not perfect since they are subject to

10 else{decreass; if (j < 1) return 0} clock drift We can only assume that the clock drift rate of the

11 end loop sensor clock does not exceed a maximum value.ofhus,

we have the following inequalityt — p < g—g <1l+p.

The idea of time transformation is to transform the real
time difference At into the sensor clock differencé\
values of the candidate outliers are later used to compale Wind vice versa. These transformations are difficult because
the critical values to decide whether the candidates atemit of the unpredictabi”ty of the sensor ClOCk, but there exist
or not. some lower and upper bounds on the estimates. Based on
the previous inequality, we can get:— p < % <1+p.

This inequality can be transformed infd — p)ATT < Ac <

The goal of securing time synchronization is to synchronizg | ,)A,. and 1A-Tcp < Ap < A<, which means that the

the time in the presence of delay attacks. This can be achieyg,ck difference Ac can be approximated by the interval
by first identifying the outliers (malicious time offsetshca E%_ p)Ar, (1 + p)Az]. On the other hand, the real time
€

then excluding them when estimating the true time offSeffiference A that corresponds to the sensor clock difference
between nodes. We use the mean of the benign time offsgts can pe approximated by the interghc, Ac
Yo

to approximate the true time offsets. The following defaniti =
can be used to approximate the time offset estimadion

Fig. 3. Identifying outliers with GESD

C. Delay Attack Accommodation

Definition 5 (Estimate 6): Let I' be the time offset data beacerb | |
set and() be the outlier set. Then the benign time offset set is ta 2] .
P . . Node A Time in node A
I — Q. ¢ is defined as the mean pf the fet Q). Let the size | | 1
of I be n and the size of) be k. § is calculated as follows. | P\ M Ack/ !
. n—k T, Node B il i i Time in node E
0= ' where x; €T — Q. /;b L
f~n—k ‘ ‘ ‘
i=1 beacon b | | | )
T T T True Time
T T1 T2

Fig. 4. Time transformation
VI. THRESHOLD-BASED DELAY ATTACK DETECTION g

One drawback of the GESD approach is that it needs to havdn order to transform a time differenc&¢, corresponding
enough reference nodes to detect the malicious nodes effécone nodeN; with py, to a time corresponding to another
tively. This has been verified by the simulation results show Nnode N> With pa, Ac, s first estimated by the real time
Section VII-B. In this section, we propose a threshold-Haséterval [=L-, =C1], which in tumn is estimated by the sensor
approach to detect the delay attacks based on the followicigck time interval[};ij Acy, }fﬁ A, ], relative to the local
observations. Without delay attacks, the time offset betwetime of nodeN,. As shown in Figure 4, noded and B use
two nodes should be bounded by a threshold value if tiRRBS to do time synchronization. The maximum clock drift
maximum clock drift rates can be bounded. With the threshotdtes of A and B are denoted ag, and p,, respectively.
value, we can identify those time offsets that are largen th&upposeA and B receive the reference beacon at timhe
the threshold as malicious ones. Different from GESD, thendt,, in terms of their own local clocks, respectively. After
threshold-based approach does not need that many referaeceiving the reference beacon, at time A sends a message
nodes. Moreover, the threshold-based approach only needdg4 to B, telling B that it received the beacon at timg.
calculate the threshold once, and thus has less overhead. MessageM is received byB at time ¢3, and thenB sends

In the following, we first present the time transformatiofack anAck at timet, to confirm that it has received/.
technique, which was first proposed in [23]. Then, based ¢m the Ack, B piggybackst,, t3, andt,. After receiving the
the time transformation technique, we present a method M@k, A can use the time transform technique to transform the
determine the threshold. After determining the threshald, beacon receiving timé, to a time interval[tyr, tyz] relative
discuss how to use it to defend against delay attacks. to A’s clock. t,;, andt,r are calculated using Formula 2.




nodes to obtain a set gf*®. The threshold is defined as the
maximum among them, as showed in Formula (5).

tor, = to — (ta — ty) 7222 — ((to — 1) — (ta — t3) 1522
tor =t — (ta — 1) 772
@  e=Max{g} 4 lp - ppl Twherel <i<n. (5)

B. Determining the threshold With threshold ¢, we can detect malicious time offsets
The threshold¢ is the upper bound of the time offset@Mong a set of time offsets. The threshold-based approach

between two nodes. We determigebased on the idea of iS formally defined in Definition 6.

time transformation shown above. Different from the origin _ Definition 6 (Threshold-based delay attack detection):

paper, where the time interval is used to order messages, @¥en the time offset data sét = {d,,0,,...,4,}, all the

utilize the time interval to quantify the time offset uppeund time offsets bigger tharf are claimed to be under delay

between two nodes. In addition, unlike [23] where the tim@ttack and are identified as malicious time offsets.

transformation happens along multiple hops, we only need ¢ pejay Attack Accommodation

do the time transformation within a single hop. As a result,

: . ! After the malicious time offsets have been detected using
the interval we get has less error accumulation than that n ; ;
[23]. the threshold, we can use the same strategy as that in Section

A straightforward solution is to uselyy — f,.) as &, V-C to exclude them and obtain a good estimation on the true

However, ¢,z — tp1) is a tight bound. If we use it to decidetIrne offset between two nodes.

whether a time offset is malicious or not, it may identify VIl. PERFORMANCEEVALUATIONS
benign time offsets as malicious ones. Thus, to effectively simulation setup

detect malicious time offsets; should be a looser upper
bound. Sincel,;, andt,r are the two boundaries of timg
at node A, max(|t, — tor|, [tsr — ta|) Should be the upper

bound of the time offsets betwee#h and B. Based on this d) 1231, The deviati £ clock drift rat d
observation, the time offset upper bougd®, between4 and second) [23]. ;e deviations ot clock dnilt rales among sode
re also at microsecond level. To synchronize two nodes, a

B can be determined by Formula (3), which is a looser upp%r ber of reference node enerated ing from 10 t
bound compared tot{r — fr). This can be explained asgngaéhor(ar;r(arncg n(r)]de bSrongcgstse;arefe;/:;)clglgberacon to t(r)1e
follows. If the clock drift rates of the two nodes are equal, '

L . : two nodes, which record the beacon receiving times accgrdin
should fall inside tyr]; otherwise,t, may fall outside of . ! . .
b torl; o May ‘; their clocks. The arrival times of the reference beacons
0

We evaluate the performance of the two approaches using
the RBS scheme by simulation. In the simulation, each node
has a maximum clock drift rate at microsecond levi) ¢

tyr, tyr], leading to a looser upper bound based on Formu . TR ) )
[tor; Lor] 9 PP low Poisson distribution, and the beacon processing tim

3). Since the clock drift rates of two nodes are usually n AT ) ) >
3) y |lows normal distribution. Since the typical messages s&

equal, Formula (3) gives a looser upper bound compared bytes in TinyOS [24], the beacon processing time is about

(tor = tor). 12 milliseconds which is the time required to process a 3é-by
packet.
tyr — ta if t, <tor After the beacon has been processed, one node sends the
£ =1 MAX{tir —ta,ta —tor} if ta € [tie,tir]  (3) beacon receiving time to the other, which calculates the tim
ta — toL if to > tor offset between them. After these two nodes get a set of time

The time offset upper bound between two neighboring node§sets, we randomly pick some of them as malicious time
shown in Formula (3) is calculated only in the first tim&ffSéts and assume they are under delay attacks. We add a
synchronization, which happens shortly after the deplcmrned9|ay attack time which follows normal distribution. Based
of the sensor network. Thus, the time offset caused by tRE & Set of time offsets, the proposed schemes are evaluated
clock drift is small in Formula (3). The clock drift time With different levels of delay attack time and different riogn
increases as time goes by. If the time synchronizationvater ©f malicious time offsets. All results are obtained by seti

is long, the clock drift time will be long and should be takefh® Synchronization interval to 5,000 seconds. The resuis

into consideration when determining the time offset upp@p/eraged over 100 runs. Most of the simulation parameters ar
bound. listed in Table I.

Formula (4) gives the time offset upper bound between Three metrics are used to evaluate the effectiveness of the
proposed schemes: the successful detection rate, the false
positive rate, and the accuracy improving rate. In a network
A% =g 4 o —py|- T (4 with delay attacks_, _the euccessful detection rate tells the
percentage of malicious time offsets that can be successful
In Formula (4),T is the time synchronization interval anddetected. The false positive rate shows the percentagenef ti
A is the upper bound of the time offset between nodes offsets that are reported as outliers but are actually noe T
and B when they are synchronized using one reference no@ecuracy improving rate shows the accuracy improvement on
To increase the accuracy of the estimation, wenseference the estimated time offset after the detected outliers haenb

nodesA and B considering clock drift time.



Number of reference nodes | 10 to 20 successful detection rate increases dramatically. Fanplea
Number of malicious nodes | 1to 5 as shown in Figure 5 (b), the successful detection rate esach
Beacon processing time megn12 milliseconds 100% when the delay attack is at 100ms level. As the delay
Beacon arrival interval mean) 200 milliseconds attack time is larger than the clock drift time, the maligou

Clock crift rate mean 0.005 millisecond time offsets can be easily identified. Although not shown in
Clock drift rate deviation 0.001 millisecond . o -
Delay attack time 10 - 100 milliseconds the figure, GESD keeps th_e 1Q0/o successful detection rate
Synchronization interval 5.000 seconds when the the delay attack time is larger than 100ms.
2) The False Positive RateThe simulation results show
TABLE | that the false positive rate of GESD is almost zero in our
SIMULATION PARAMETERS system settings. This is because a benign time offset wilbao

identified as outlier when there exists malicious nodes.sThu

excluded. Let be the estimated time offset when the outlierSESD works well in terms of false positive rate.
have been excluded ang,, be the estimated time offset when

the outliers have not been excluded. The accuracy improving Eggggg;g? “ Egﬁgggigg
rate is defined in Formula (6). ) )

15

Accuracy improving rate= % * 100% (6)

10

Accuracy improving rate
-
Accuracy improving rate

B. Simulation Results of the GESD-based Approach 0 o

0 1 2 3 4 5 0 1 2 3 4 5
No. of malicious nodes (delay= 10 ms) No. of malicious nodes (delay= 100 ms)

(@) (b)

Fig. 6. The accuracy improving rate of GESD

100 *. 100

*
ES
ES
ES

80 80

3) The Accuracy Improving RateFigure 6 shows the
accuracy improving rates with different level of delay ekis

60 60

40 NUM_REF=20 —+— 40 NUM_REF=20 —+—

Success Rate (in %)
Success Rate (in %)

ol AR KT | AR KT From the figure, we can see that the accuracy improving rate
is low when the delay attacks are at the level of 10ms. This
0 0 . . . .
o 1 2 3 4 s o 1 =2 3 4 5 g pecause the delay attack time is relatively small contpare
No. of malicious nodes (delay= 10 ms) No. of malicious nodes (delay= 100 ms) . . . .
@) (b) to the clock drift time during the 5,000-second intervalugh

excluding the malicious time offsets cannot have too much
improvement. However, as the delay attack time increases,
1) The Successful Detection Raféigure 5 shows the suc- excluding the malicious time offsets can significantly iy
cessful detection rates as the number of malicious nodes ahe accuracy improvement rate. For example, when the delay
the number of time offsets (NUMREF) change, consideringattack time is 100ms, the accuracy improving rate can be
different delay attack timesdélay). We did not show the increased by as much as 16 times (see Figure 6(b)).
successful detection rate when there are five malicioussnode
and NUMREF is 10, because GESD does not work when tffe Simulation Results of the Threshold-based Approach
number of malicious time offsets is equal or larger than that
of the benign nodes.

Fig. 5. The successful detection rate of GESD

. . A 100 PO S T 100 K k——k—X
Based on Figure 5, we can make the following observations, " —
First, when the delay attack is 10ms, the successful detecti ¢ . ra
rate is low in most cases. Since the time synchronizatiory
. . . . S 40 NUM_REF=20 —+— S 40 NUM_REF=20 —+—
interval is 5,000 seconds, the clock drift time between twoa NOM REF-1S —— 3 NOM-REFote 5
. e 20 20
nodes can be as large as 10ms. It is difficult to detect the
delay attacks when the delay attack time is not significantly ‘e = 2 = & s o 1z a5 4 s
. . . . No. of malicious nodes (delay= 10 ms) No. of malicious nodes (delay= 100 ms)
larger than the clock drift time, resulting in low succes$sfu b
detection rate. (@) (b)

. . Fig. 7. The successful detection rate of the thresholdeb roach
Second, Figure 5(a) also shows that the successful detectio 9 ane

rate increases as the number of time offsets increase imaene 1) The Successful Detection Rat&igure 7 shows the
Given a number of malicious time offsets, we will have morsuccessful detection rates with different level of delapcks
benign time offsets with a larger set of time offsets; anghen the synchronization interval is 5,000-second. As show
the more benign nodes we have, the higher the successfulFigure 7(a), when the delay attack time is 10ms, the
detection rate is. Thus, when there are multiple outlieESSB threshold-based scheme can achieve higher successfal dete
is more effective if more time offsets are available. tion rate (nearly 100% in all the cases) compared to GESD
Third, as long as the delay attack time is much larg€Figure 5(a)). This shows that the threshold-based aphprizac
than the clock drift during the synchronization intervdiet effective even when the delay attack time is small compared



to the clock drift rate. In the threshold-based approach, tbompromised nodes and our second approach uses a threshold
threshold reflects both the maximum time offset that two sodderived using a time transformation technique to filter tuat t

can have when there is no delay attack and the time offsettliers. Extensive simulation results show that both sue
caused by clock drift during the synchronization intervahre effective in defending against delay attacks. Howeber,
Thus, even though delay attack time is not large compar€ESD approach needs more reference nodes to effectively
to the clock drift time, it can still be detected at a high rataletect the malicious nodes. The threshold based approach
Similar to GESD, the threshold-based approach achievesetaxes this assumption and outperforms GESD in terms of
100% successful detection rate when the delay attack timgccessful detection rate, false positive rate, and acgura

is 100ms. improving rate.

Figure 7 also shows that the successful detection rate doefn the future, we will evaluate the overhead of collecting
not change too much as the number of malicious time offsetailtiple time offsets in our schemes. We will also look into
increases. Different from GESD, the threshold is not afféct schemes to reduce the overhead and make our scheme more
by the number of malicious time offsets. efficient and practical.

In summary, the threshold-based approach can achieve a ACKNOWLEDGMENT
better successful detection rate than GESD. The threshold-

based scheme performs well even when the delay attack timd his work was supported in part by Army Research Office
is small compared to the clock drift time and it is robust agai (W911NF-05-1-0270) and the National Science Foundation

multiple delay attacks. (CCR-0092770, CNS-0524156, and CNS-0519460).

2) The False Positive Rate&Simulation results show that the
false positive rate of the threshold-based approach isyalwaltl
zero in different settings. This is because the threshold ig]
determined in such a way that no benign time offsets will
be identified as malicious. From the false positive rate fpoir3l
of view, both the GESD approach and the threshold-based
approach perform well. [4

(5]

NUM_REF=20 —+—
NUM_REF=15 ;

(6]

NUM_REF=10

NUM_REF=20 —+—
NUM_REF=15 ;

NUM_REF=10

Accuracy improving rate
Accuracy improving rate
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1 2 3 4 1 2 3 4

No. of malicious nodes (delay= 10 ms) No. of malicious nodes (delay= 100 ms)

(@) (b)

Fig. 8. The accuracy improving rate of the threshold-basqucgeh

3) The Accuracy Improving RateFigure 8 shows the .
accuracy improving rates with different level of delay ekis [13]
Compared to Figure 6, Figure 8 shows that the accuracy
improving rate achieved in the threshold-based approach|is
higher than that of GESD. This can be explained by the fag)
that the threshold-based approach can achieve a much higher
successful detection rate than GESD. As the delay attack tim
increases, the improvement on the accuracy also increaseglg
shown in Figure 8(a) and (b). In terms of the accuracy impro
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