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Abstract—Community has received considerable attention because of its application to many practical problems in mobile networks. However, when considering temporal information associated with community (i.e., transient community), most existing community detection methods fail due to their aggregation of the contact information into a single weighted or unweighted network. In this paper, we propose a contact-burst-based clustering method to detect transient communities by exploiting the pairwise contact processes. In this method, we formulate each pairwise contact process as regular appearance of contact bursts, during which most contacts between the pair of nodes happen. Based on such formulation, we detect transient communities by clustering the pairs of nodes with similar contact bursts together. We also propose a new data forwarding strategy for delay tolerant networks in which transient communities serve as the data forwarding unit. Evaluation results show that our strategy can achieve much higher data delivery ratio than traditional community-based strategies with comparable network overhead.

I. INTRODUCTION

In Delay Tolerant Networks (DTN) [1], mobile devices are only intermittently connected due to mobility and low node density. As a result, it’s hard to maintain an end-to-end path, which makes data forwarding in DTN extremely difficult. To address this problem, researchers have proposed approaches to exploit social network concepts such as centrality [2][3][4], community [5][6][7][8] and friendship [9][10][11]. Community has received considerable attention because of its applications to data forwarding in DTN, worm containment [12], etc. However, it is also a challenge to detect communities in a large network [13] [14], especially considering the temporal information associated with community. For example, a class community consisting of students attending a class may only appear during daytime, and a dormitory community consisting of students at a dormitory may only appear at night. Since these communities normally appear during a time period and disappear thereafter, they are referred to as transient communities (TCs). Although many community detection methods have been proposed in the literature, there are hardly any methods for TC detection.

Existing community detection methods are generally based on weighted networks or unweighted networks. For example, algorithms have been proposed in [15][16] to detect communities in weighted networks. Methods like label propagation [17] have been proposed to detect communities in unweighted networks. Moreover, Clique Percolation Method (CPM) or called K-clique [18] has been proposed to detect communities in both weighted and unweighted network. AFOCS [7] can detect static communities and track community dynamics based on unweighted network snapshots. However, by aggregating contact information into a weighted or unweighted network, important contact information such as the time when nodes contact will be lost. Losing such temporal information may result in two problems related to TC detection: false mixture and false separation as shown in Figure 1 and Figure 2.

• False Mixture There are originally two TCs in the network, as shown in Figure 1 (a). TC1 is a class community happening during daytime, and TC2 is a dormitory community happening during night time. The two communities share several students, who take classes together and also live together. Since there is a large overlap between them, traditional community detection methods may falsely mix these two communities as one. For example, CPM (K-clique) and AFOCS fail to distinguish the two communities when the overlap is larger than some threshold.

• False Separation Figure 2 (a) shows one TC in the network. Because the network is not strongly connected (i.e., only one node connects the two parts), a traditional method may separate them into two communities. However, they should not be separated since they may indeed attend the same class at the same time.

With false mixture, two highly-overlapping TCs cannot be
We present the TC-based data forwarding strategy. Section IV presents our CCM method for TC detection. In Section III, we give a brief overview of the related work, and Section V concludes the paper.

The rest of the paper is organized as follows. Section II presents our CCM method for TC detection. In Section III, we present the TC-based data forwarding strategy. Section IV gives a brief overview of the related work, and Section V concludes the paper.

II. TRANSIENT COMMUNITY DETECTION

In this section, we first give some preliminaries, and then present our CCM method for TC detection. Finally, we compare our TC detection method with other community detection methods and propose techniques to identify the periodic appearance patterns of TCs.

A. Preliminary

In this section, we describe the contact traces and introduce some terms that will be used in this paper.

1) Contact trace: We study the social contact patterns on three sets of traces, Dartmouth campus trace [19], MIT reality trace [20] and UCSD campus trace [21]. These traces record contacts among users carrying mobile devices on campus. In Dartmouth and UCSD traces, devices are WiFi-enabled. The Dartmouth trace uses SNMP logs from Access Points (APs). The original trace contains records over several thousands of WiFi-enabled devices and lasts almost 4 years. In this paper, we focus on the data collected from September 2004 to December 2004. A contact is recorded when two devices detect the same AP simultaneously. The UCSD trace records the WiFi association of human-carried PDA with APs, and a contact is recorded when two devices detect the same AP. In MIT Reality trace, the devices periodically detect their peers via Bluetooth interfaces, and a contact is recorded when two devices move into the communication range of each other. The details of these three traces are shown in Table I.

<table>
<thead>
<tr>
<th>Trace</th>
<th>Dartmouth</th>
<th>MIT Reality</th>
<th>UCSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of devices</td>
<td>425</td>
<td>97</td>
<td>275</td>
</tr>
<tr>
<td>Number of contacts</td>
<td>394254</td>
<td>114046</td>
<td>201923</td>
</tr>
<tr>
<td>Granularity(secs)</td>
<td>300</td>
<td>120</td>
<td>20</td>
</tr>
</tbody>
</table>

2) Contact Burst: Simply extracting communities from weighted or unweighted network is not enough to detect TCs. Therefore, instead of simplifying each pairwise contact process to a weight, our method processes the pairwise contact information directly.

From the trace summary, we can see that each trace has hundreds of thousands of contacts and detecting TCs from these contacts directly will be hard. The time complexity will be extremely large, and the opportunistic nature of the contacts hardly provides any clue on how they are related with TCs. Thus, we propose a different solution. We model the pairwise contact process using simple units which can represent the contact information between nodes and can be directly processed. We formulate each pairwise contact process as a series of contact bursts during which most contacts between the pair of nodes appear. A contact burst is defined as follows:

Definition 1: A contact burst \( T_B = [t_s, t_e] \) between two nodes is a time period when contacts frequently appear between these two nodes. Two adjacent contacts belong to one contact burst if and only if the inter-contact time between them is shorter than \( \lambda \), where \( \lambda \) is a pre-defined threshold.
For simplicity, we set λ that the performance is not very sensitive to the change of λ with trace duration. The value of the percentage of contacts that are within contact bursts and different traces. We have found that in all of our three traces, experiments based on the three traces to evaluate how many bursts can really represent node contacts, we have done some bursts contact burst because it is more like a random contact. i.e., their contact bursts are all with duration around [1, 2] pm. On the other hand, other four contact bursts in the example are with different contact durations, and are thus not in this TC. Although this example is simple, in a complex network where contact bursts may not have the exact same starting and ending time, we need techniques to measure their similarity.

3) The Similarity of Contact Bursts: In order to detect TC, our first objective is to find out contact bursts with similar time periods.

Definition 2: The similarity of two contact bursts $T_{B1} = [t_{s1}, t_{e1}]$ and $T_{B2} = [t_{s2}, t_{e2}]$ is defined as the Jaccard similarity coefficient

$$S(T_{B1}, T_{B2}) = \frac{T_{B1} \cap T_{B2}}{T_{B1} \cup T_{B2}} = \frac{\min(t_{s1}, t_{s2}) - \max(t_{e1}, t_{e2})}{\max(t_{s1}, t_{s2}) - \min(t_{e1}, t_{e2})}$$

Jaccard similarity coefficient is commonly used to measure the similarity between two equal length “0-1” sequences; i.e., the total number of positions where both sequences have 1 divided by the total number of positions where at least one sequence have 1. Similar technique can be applied to our case when two time intervals are compared. The Jaccard similarity coefficient for two time intervals are the intersection between them divided by the union of them.

B. TC Detection with CCM

Based on contact bursts and their similarity, we cluster similar bursts together, from which we find TCs. There are many clustering methods in the literature, like K-means [22], spectral clustering [23] and hierarchical clustering [24]. All these methods are aimed to cluster a set of subjects, with the similarity well defined. Using K-means algorithm, the number of clusters should be pre-known before clustering. Spectral clustering partitions nodes into clusters by using the eigenvectors of a pairwise similarity matrix. Among them, hierarchical clustering is effective and efficient with only one parameter – minimum allowed similarity (γ) that be flexibly set. Thus, our CCM is based on hierarchical clustering.

With a set of n contact bursts, CCM runs as follows:

1) Initialization: Each of the n contact bursts starts to form its own cluster.

2) Merge clusters: Pick two clusters with the largest similarity and merge them together. The similarity of two clusters is defined to be the average of all pairwise Jaccard similarity coefficient of the contact bursts in these two clusters. This step repeats until the termination condition is satisfied, as defined in the next step.

3) Termination: The algorithm terminates if the largest similarity between all clusters in one round is smaller than the minimum allowed similarity γ.

In order for the algorithm to generate TCs, we need to modify the cluster merging phase. With this algorithm, two clusters with similar happening time may be merged as a TC. However, this is not always true. For example, if two clusters
We set clusters that only have one contact burst, and delete clusters should not be counted as a community. Thus, we should delete representing an occasional encountering of several nodes, which durations of these contact bursts. A short cluster duration may result in a smaller number of TCs and a larger size. When γ becomes smaller, and then more clusters will be merged, resulting in fewer TCs with larger size. If γ is too large, the clustering process ends quickly, and contact bursts that should belong to the same TC may not be clustered before termination. Thus, it is important to find the right value for γ.

Parameter γ: The minimum allowed similarity γ will have impacts on the number of TCs and their average size. We have run CCM on the UCSD trace to see the impacts of γ, and the results are shown in Figure 6. As can be seen, decreasing γ results in a smaller number of TCs and a larger size. When γ is small, the minimum allowed similarity between clusters becomes smaller, and then more clusters will be merged, resulting in fewer TCs with larger size. If γ is too large, the clustering process ends quickly, and contact bursts that should belong to the same TC may not be clustered before termination. Thus, it is important to find the right value for γ.

In a mobile network, contacts that happen between members in the same community are called intra-community contacts, and contacts that happen between members in different communities are called inter-community contacts. A community structure is preferred if there are more intra-community contacts and less inter-community contacts. Since TC also has temporal information, a contact is called an intra-community contact in a TC only when the contact happens between members in the same TC and the contact happens during this TC’s existing period.

To obtain the percentage of intra-community contacts, we re-run the experiment with the TCs’ information and count the number of intra-community contacts. The results are normalized by dividing them by the total number of contacts. The percentages of intra-community contacts in a network using different TC threshold γ are shown in Figure 7, and a larger percentage is preferred. As can be seen, the percentage of intra-community contact is the largest when γ is 0.4, and we choose γ = 0.4 in the rest of the paper.

C. Evaluations

We compare the performance of our TC detection algorithm CCM with existing commonly used community detection algorithms: CPM (K-clique) and AFOCS. The performance is compared based on six metrics, covering various properties of community. Here, we only show the results based on the UCSD trace, since results on other traces are similar.

Number of communities and community size: Figure 8 (a) shows that CCM can detect much more TCs than communities detected by CPM and AFOCS. This indicates that CPM and AFOCS may have mixed some TCs to one community. Figure 8 (b) shows that communities detected by CPM are usually bigger than those detected by AFOCS and CCM. This further confirms that CPM may have mixed some TCs, making the overall community size larger.
For CPM and AFOCS, a contact is considered as an intra-community contact when it appears between two members in the same community. We need another temporal requirement for a contact in TC to be considered as an intra-community contact; that is, it must happen within the community’s duration. Therefore, we can see that TC incorporates less intra-community contacts than CPM and AFOCS as shown in Figure 8 (e). CPM has the highest number of intra-community contacts. This can be explained by the fact that there are many large communities detected by CPM, which makes more contacts counted as intra-community contacts.

**Location distortion:** It measures how much is the difference among nodes’ locations within a community. Intuitively, a smaller location distortion means that users in the same community are near each other. On the contrary, a larger location distortion means that users may appear at multiple places in this community. A community’s location distortion is the standard deviation of the locations of all intra-community contacts. A contact’s location is calculated by averaging two node locations at the contact time.

$$Loc_{<i,j>} = \frac{Loc_{i,t_{<i,j>}} + Loc_{j,t_{<i,j>}}}{2}$$

A community’s mean location is calculated by averaging the locations of all intra-community contacts.

$$Loc(C) = \frac{\sum_{<i,j> \in C} Loc_{<i,j>}}{\sum_{<i,j> \in C} 1}$$

The location distortion within a community C is defined as the standard deviation of all intra-community contacts’ positions.

$$Distortion(C) = \sqrt{\text{var}\{Loc_{<i,j>}\} (\forall i,j \in C)}$$

$$= \sqrt{\frac{\sum_{<i,j> \in C}(Loc_{<i,j>} - Loc(C))^2}{\sum_{<i,j> \in C} 1}}$$

The UCSD trace does not record users’ location information, so we estimate user’s locations through the detected APs’ locations at that time. From Figure 8 (f), we can observe that the location distortion in TCs detected by CCM is smaller than that by CPM and AFOCS; i.e., nodes usually gather at one place in a TC. In a traditional community-based data forwarding approach, data is intended to be forwarded to the communities that include the destination node. In such an application, a smaller location distortion is preferred, because this means nodes are near to each other in one community. Once the data reaches the destination community, it must be near the destination node. In communities detected by CPM and AFOCS, nodes do not have a gathering period, so the contacts between them can appear at any time and any place, which results in a large location distortion.

### D. Periodic Appearance of Transient Communities

With the proposed CCM, we can detect TCs on a daily basis. We run the algorithm based on the traces and find that there are
many TCs sharing similar members and appearing at different times. These TCs represent one social group which appears periodically, like a class. In addition to these periodically appearing TCs, the majority of TCs only appear once. Such randomly appearing communities are usually formed due to the opportunistic meeting of unfamiliar nodes. Later, we will no longer consider these opportunistically formed TCs. In this section, we will identify the periodic appearance of TCs based on the traces and exploit their appearance patterns.

1) Identifying the periodic appearances of TCs: The algorithm we use to cluster similar TCs is the same hierarchical clustering as we presented in Section II-B. TCs are clustered according to the similarity of their members, which is also based on the Jaccard similarity coefficient.

We are interested in knowing how many times each TC appears. We run the clustering algorithm on three traces, each with 75 days of data. The CDFs of TCs’ appearance times are shown in Figure 9. TCs that only appear once are not included in the figure. As can be seen, there are more than 10% TCs in the Dartmouth trace and about 5% TCs in the MIT and UCSD traces which appear more than 10 times. Meanwhile, there are also some TCs appear more than 30 or 50 times. Given the frequent appearances of TCs, the next question is how to find the appearance patterns of TCs.

2) Appearance patterns of TCs: In this subsection, we study the periodic appearance patterns of TCs on three sets of traces. We formulate the appearance patterns of TCs on daily basis, based on the fact that many social groups are formed daily such as families, offices, and classes. Although there are many social groups formed on a weekly or monthly basis or on a more complex pattern, we will not consider these patterns here and leave them as future work. The appearance pattern is formulated in two aspects. One is the distribution of the TC starting time, and the other is the distribution of TC duration.

We have two observations. First, the starting time of a TC within a day can be well approximated by a normal distribution. We take one TC in the Dartmouth trace as an example, shown in Figure 10 (a), and the parameters of the distribution is shown in Table III. The TC usually appears at around 2 pm. Second, the duration of a TC can be approximated by an exponential distribution, as shown in Figure 10 (b). The parameter λ is 0.374, which means that the TC has an average duration of $1/\lambda = 2.674$ hours. In our traces, a TC only appears with limited number of times, and hence the samples used to train the distributions are limited. Therefore, the approximation does not seem perfect, especially for the normal distribution. We believe the approximation should be better if more data are used.

### Table III

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal $(\mu, \sigma^2)$</td>
<td>$\mu = 14.256$, $\sigma = 3.356$</td>
</tr>
<tr>
<td>Exponential $(\lambda)$</td>
<td>$\lambda = 0.374$</td>
</tr>
</tbody>
</table>

Determining the probability of TC appearance within a time interval: Given a time interval $[t_s, t_c]$, we are interested in determining the probability that a TC will appear. It is affected by three factors: the probability that the TC appears in that day, the distribution of its start time in that day, and the distribution of its duration. The probability that a TC appears in a day is simply calculated as the percentage of days when the TC has appeared during the warm-up period. Based on this, whether the TC appears within the pre-defined interval includes two possibilities. The first possibility is that the TC starts in the time period $[t_s, t_c]$, and the second is that the TC starts before the time interval but lasts until the start of the time interval. Suppose the start time is represented by a normal distribution with parameters $\mu$ and $\sigma$, and the duration is represented by the exponential distribution with parameter $\lambda$. The probability of the first possibility is:

$$P_1[t_s, t_c] = \int_{t_s}^{t_c} \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(t-\mu)^2}{2\sigma^2}} \, dt$$

$$P_1[t_s, t_c] = \text{normcdf}(t_c, \mu, \sigma^2) - \text{normcdf}(t_s, \mu, \sigma^2)$$

where $\text{normcdf}(t, \mu, \sigma^2)$ is the CDF of the normal distribution with mean $\mu$ and standard deviation $\sigma$. The probability of the second possibility is:

$$P_2[t_s, t_c] = \int_0^{t_s} \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(t-\mu)^2}{2\sigma^2}} \, dt + \int_{t_s}^{t_c} \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(t-\mu)^2}{2\sigma^2}} \, dt$$

$$P_2[t_s, t_c] = e^{-\lambda(t_s-\mu)} \frac{\lambda^2}{2\sigma^2} \int_0^{t_s} \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(t-\mu-\lambda)^2}{2\sigma^2}} \, dt$$
The part under the integral is actually the probability density function of the distribution \( \text{norm}(\mu + \lambda \sigma^2, \sigma^2) \). Thus, the integral can be easily computed by \( \text{normcdf}(T_1, \mu + \lambda \sigma^2, \sigma^2) - \text{normcdf}(0, \mu + \lambda \sigma^2, \sigma^2) \).

Then, the probability of the TC appearance within this time interval is:

\[
P_{TC}[t_s, t_c] = p_d * (P_1[t_s, t_c] + P_2[t_s, t_c])
\]

where \( p_d \) is the probability that the TC appears in the day.

III. APPLICATION TO DATA FORWARDING IN DTN

Community has been widely used for data forwarding in DTN. However, ignoring the community appearance time may lead to non-optimal forwarding paths. For example, in community-based data forwarding, data is always intended to be forwarded to a node within the destination’s community. This is not optimal when considering two problems. First, because traditional community usually has a large location distortion, delivering data to destination’s community does not mean it is getting closer to the destination node. Second, considering the appearance time of communities, some of the destination communities to which data are forwarded may not even appear before data expire. Our TC-based data forwarding strategy solves these problems by utilizing TCs as the forwarding unit and always forwarding data to TCs that have a better capability of relaying data to the destination node within a short time constraint.

A. Relaying Capability

By estimating the current TC’s capability of forwarding data to the destination node within a future time period \([t, t + T]\), we can choose users in TCs with better forwarding capability as the data carriers. We denote the destination node as \( N_d \) and the current TC as \( TC_c \). The destination TCs that \( N_d \) belongs to are denoted as \( TC^1_d, ..., TC^n_d \). Specifically, we first compute the relaying capability of \( TC_c \) to each of \( TC^1_d, ..., TC^n_d \) within \([t, t + T]\) respectively. Then we can obtain the relaying capability from \( TC_c \) to \( N_d \) by summing the computed relaying capabilities together.

We next discuss in detail how to compute the relaying capability from \( TC_c \) to one of the destination TCs \( (TC^i_d) \). The relaying capability from \( TC_c \) to \( TC^i_d \) within the time period \([t, t + T]\) is computed by summing the probability that each node of \( TC_c \) will appear in \( TC^i_d \) in \([t, t + T]\). It is determined by the number of common nodes \( k \) between them and the probability that \( TC^i_d \) will appear in \([t, t + T]\). When we compute the relaying capability from \( TC_c \) to \( TC^i_d \) within time period \([t, t + T]\), it is implied that \( TC_c \) has appeared at time \( t \).

The probability that \( TC^i_d \) will appear before \( t + T \), denoted as \( P_{TC^i_d}[t, t + T] \), is computed in Equation (1). The relaying capability from \( TC_c \) to \( TC^i_d \) is computed as:

\[
R_{TC_c \rightarrow TC^i_d}[t, t + T] = k * P_{TC^i_d}[t, t + T]
\]

The relaying capability from the current TC \( TC_c \) to the destination node \( N_d \) is decided by accumulating the relaying capability from \( TC_c \) to all the destination TCs \( N_d \) belongs to, which are \( TC^1_d, ..., TC^n_d \). The relaying capability from \( TC_c \) to \( N_d \) is computed as:

\[
R_{TC_c \rightarrow N_d}[t, t + T] = \sum_{i=1}^{n} R_{TC_c \rightarrow TC^i_d}[t, t + T]
\]

B. TC-based Data Forwarding Strategy

In this paper, we focus on unicast in DTN, where the source node \( N_s \) and the data initialization time \( T_{in} \), the destination node \( N_d \) and data’s expiration time \( T_{ex} \) are given. The objective is to forward the data item from \( N_s \) to \( N_d \) within the time period \([T_{in}, T_{ex}]\). Our TC-based data forwarding strategy is based on the relaying capability of TCs in the recent time period \([t, t + T]\). That is, our strategy always forwards data to a TC that has better relaying capability. Forwarding decisions are made upon node contacts. If a node meets another node which is in a TC that has larger relaying capability to destination, data will be forwarded. Since whether to forward data depends on the current TC it belongs to, it’s important for the node to know which TC it’s currently in.

1) Finding the Current TC: To keep track of the TCs that a node is in, each node keeps a queue \( (Q_w) \) of the recently met nodes and the contact time within the last time window \( (T_w) \). \( T_w \) is a constant and how to set the value of \( T_w \) will be discussed in Section III-D2. Based on \( Q_w \) and all TCs that it has ever known, a matching score is assigned to each TC. The node will consider the TC with the largest matching score as the TC it is currently in. The matching score is computed as follows:

\[
\text{Score}(TC) = \frac{\sum_{i \in Q_w} \wedge_{i \in TC} (T_w - (t - t_i))}{|TC|}
\]

where \( t \) is the current time, and \( t_i \) is the node’s contact time with the \( i \)-th node in queue.

2) Data Forwarding based on TCs: As TC is the data forwarding unit, data is always forwarded to the TC with better relaying capability to the destination. Therefore, once data reaches a new TC with larger relaying capability, the data is distributed to all nodes met in the TC. However, nodes do not carry the data permanently, and they only carry the data for a period \( T \). If it no longer contacts any node with larger relaying capability or it reaches a TC with larger relaying capability, the data will be deleted at the end of \( T \).

The detailed data forwarding process is shown in the following steps:

When node \( N_1 \) contacts node \( N_2 \) at time \( t \),

1) Update \( Q_w \) for \( N_1 \), and find the TC that \( N_1 \) is currently in: \( TC_1 \).
2) For each data that \( N_1 \) carries,
   a) Check if the data should be deleted from \( N_1 \)’s buffer. The data should be deleted when the node has neither contacted a node in TC with larger relaying capability nor gone to a TC with larger relaying capability in the period \([t - T, t]\). Once the data item is deleted, check the next data item.
b) Check if the data is carried by \( N_2 \). If so, skip this data item.

c) Check \( N_2 \)’s current TC, \( TC_2 \). If \( TC_2 \) and \( TC_1 \) are the same, \( N_1 \) forwards data to \( N_2 \) so that the data can be distributed in the current TC. If \( TC_2 \) has better relaying capability to \( N_d \), \( N_1 \) also forwards data to \( N_2 \).

C. Performance Evaluations

We evaluate the performance of the TC-based data forwarding strategy with the Dartmouth trace, the MIT Reality trace, and the UCSD trace. The value of the time period \( T \), with which we evaluate TCs’ relaying capability and decide when to delete data, is empirically set at each trace. We set \( T = 1 \) hour in all three traces with which we can achieve high delivery ratio with small number of data copies as can be seen in the following results. For each trace, we use the first half as the training period to detect communities and TCs and TCs’ appearing patterns, and use the second half of the trace to evaluate the performance. For each data item, sources and destinations are picked randomly and the generation time is randomly chosen in the daytime, since nodes’ activity remains low at night which may results in inaccurate comparison. Each experiment is repeated 1000 times for statistical convergence.

Our TC-based data forwarding approach is compared with three traditional community-based forwarding approaches and the Epidemic approach which serves as the upper bound. A brief overview of these approaches is shown below:

- **Epidemic** [25]: The data item is always forwarded to another node if it does not have the data. This method has the best data delivery ratio and the highest network overhead, which is used as an upper bound for comparison.
- **Label** [6]: This strategy is the first proposed community-based data forwarding strategy. In this strategy, the data item is forwarded to nodes that are within at least one common community with the destination node. CPM (K-clique) is used to detect communities.
- **Bubble Rap** [5]: This strategy uses both centrality and community. CPM (K-clique) is used to detect communities. The data item is always forwarded to a higher centrality node, until it reaches a node that belongs to the same community as the destination node. When the data item reaches the destination community, it is forwarded to higher-centrality node within the community’s scope, until the destination node is reached.
- **AFOCS**: The strategy was proposed in [7], and it is used to evaluate the communities detected by the AFOCS method. This method is based on how many common communities a node has with the destination node. The data item is only forwarded when the contacted node has more common communities with the destination node than the original carrier.

The performance is measured with two metrics: one is the data delivery ratio and the other is the network overhead. Data delivery ratio is the proportion of data items successfully
delivered before the data expires. The network overhead is the average number of data copies existing in the network at each moment. The results are shown in Figure 11 and Figure 12. Generally speaking, our TC-based method has much better performance than the other three community-based methods by achieving much larger delivery ratio with comparable network overhead.

From Figure 11 we can see TC-based strategy consistently achieves better performance than the other community-based data forwarding algorithms and even get comparable delivery ratio with Epidemic when the time constraint is small. The good performance in small time constraints is due to the fact that we have studied and predicted users’ behavior in TCs within a short time period $T$ and forward data to nodes in TCs that have good relaying capability to destination within $T$.

Figure 12 shows the overhead generated by each approach. Epidemic always has the highest overhead among all the approaches. Our TC-based strategy generates comparable overhead as other three community-based approaches. Since the TC-based strategy removes data when there is no better TC formed or contacted within $T$, the network overhead is kept low.

D. Discussions

1) Effect of Prediction on Performance: In our TC-based data forwarding strategy, predicting when and whether a TC will happen in the future is important. With prediction, we can compute the relaying capability of each TC to the destination node and then use the nodes in TCs with good relaying capability to carry data. To evaluate how the prediction affects the performance, we compare our strategy with a TC-based strategy without prediction (i.e., only distributing data when a node finds the contacted node or itself is within the same TC of the destination node). Figure 13 compares their data delivery ratios. We can clearly see the superiority of the strategy with prediction.

2) Effect of Time Window $T_w$: In Section III-B1, we used the information of recently met nodes in the last time window $T_w$ to identify the current TC. To find the optimal value of $T_w$ in each trace, we conduct an experiment to see how $T_w$ impacts the data delivery ratio. Here, the data delivery ratio is recorded with a time constraint of 12 hours. The results are shown in Table IV. As can be seen, $T_w = 0.5$ hour has the best data delivery ratio for all traces.

<table>
<thead>
<tr>
<th>$T_w$</th>
<th>0.5</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dartmouth</td>
<td>0.248</td>
<td>0.217</td>
<td>0.205</td>
</tr>
<tr>
<td>MIT</td>
<td>0.115</td>
<td>0.114</td>
<td>0.112</td>
</tr>
<tr>
<td>UCSD</td>
<td>0.261</td>
<td>0.26</td>
<td>0.26</td>
</tr>
</tbody>
</table>

3) A Distributed Strategy: Our TC-based strategy can be run in a distributed manner. Since the CCM algorithm must be run in a centralized manner, we centrally detect all the possible TCs in the training period and distribute the TCs’ information to each node. In the experiment, a node is able to identify its current TC in a distributed manner with the information of recently met nodes using the method introduced in Section III-B1. The TC-based data forwarding decision can also be made by individual node upon contacts, with the forwarding process discussed in Section III-B2. Since TCs may not be stable, we can detect the TCs again at the end of a fixed period (like one month). Then, the updated TC information can be redistributed.

IV. RELATED WORK

Complex networks usually consist of communities. Lots of research has been done on detecting communities by interdisciplinary researchers from physics, biology and computer science. They originally aimed at identifying communities in a static network. There are many methods focused on detecting disjoint communities such as the modularity-based methods [26][15]. Techniques have also been proposed to detect overlapping communities such as CPM [18] and AFOCS [7], and a survey of existing community detection methods is given in [13]. Although community detection has been well studied in static networks, it remains difficult to detect time-varying communities in a dynamic network such as a social network in which people’s behavior is highly dynamic. Recently, there is more research on years have seen a trend for studying evolving community structures based on the network structures at successive network snapshots. Palla et al. [27] developed an algorithm to identify evolving communities by first detecting overlapping community structure at each network snapshots and then mapping similar communities at different snapshots. Nguyen et al. [7] proposed AFOCS, which can adaptively update the community structure at each network snapshot based on history without detecting communities again at each snapshot. These methods are intended to analyze the long-term evolution of community structures due to the permanent change of humans’ behaviors or habits. There is still a dearth of work examining transient communities caused by the periodic change of human behavior.

Although Wei et al. proposed the concept of transient community in [3], they only investigated the community relationship between individual pairs of nodes without providing the complete knowledge about the transient community structure. Pietilänen et al. [28] proposed algorithms to detect temporal communities that are similar to transient communities. The basic idea is to extract static community structure from each network snapshot. However, the time interval of the network snapshot is hard to determine; thus it is hard to accurately detect transient communities. Our work is not based on network snapshot but a careful study of the pairwise nodes’ contact processes, and thus can accurately detect transient communities.

Community structure has been extensively utilized to address the problem of data forwarding in DTN. It is believed that nodes within the same community have higher chance to contact each other. Pan et al. in [6] and [5] have proposed to forward data to the nodes that are within the destination’s
community based on the static community structure. By introducing dynamic community structure, AFOCS [7] further considered community evolution in the community-based data forwarding. Transient communities in [3] were only used to determine the scope for evaluating node centrality. [28] studied how temporal communities contribute to data dissemination and concluded that temporal communities tend to limit data dissemination in DTN. As far as we know, our paper is the first work to fully utilize transient communities for data forwarding.

V. CONCLUSIONS

In this paper, we proposed a contact-burst-based clustering method (CCM) to detect TCs by exploiting the pairwise contact processes. We formulated each pairwise contact process as regular appearances of contact bursts during which most contact processes. Based on such formulation, we detect transient communities by clustering the pairs of nodes with similar contact bursts. Trace-driven simulations showed that CCM can detect TCs more effectively compared with existing community detection methods. We also applied the concept of TCs to data forwarding in DTN, where data is forwarded to TCs that have better relaying capability to the destination node. Trace-drive simulations show that our approach outperforms traditional community-based data forwarding approaches.
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