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Abstract— Bluetooth is a new short-range radio technology to form a
small wireless system. In most of the current Bluetooth products, the master
polls the slaves in a Round Robin manner and it may waste a significant
amount of power. We propose an adaptive power conserving scheme to
address this problem. The proposed solution schedules each flow based on
its predictive rate and achieves power optimization based on a low-power
mode existing in Bluetooth standard. Unlike other research work related to
low-power, we also consider QoS of each flow. Theoretical analyses verify
that our scheme can achieve throughput guarantees, delay guarantees, and
fairness guarantees. Simulation results demonstrate that our scheme can
save a significant amount of power compared to the Round Robin scheme
and it shows that there exists a tradeoff between power and delay under
varies traffic models.

I. I NTRODUCTION

Bluetooth is a promising technology which is aimed at sup-
porting wireless connectivity among mobile devices. The tech-
nology enables the design of low-power, small-size, low-cost
radios that can be embedded in existing portable devices. It is a
frequency hopping system which can support multiple commu-
nication channels in a common area (each channel is defined by
a unique frequency hopping sequence). In Bluetooth, a group
of devices sharing a common channel is called apiconet. Each
piconet has amasterand at most sevenslavesas group partic-
ipants. Within a piconet, the channel is shared using a slotted
time division duplex (TDD) protocol and is managed by the
master. Bluetooth supports two types of channels: synchronous
and asynchronous. For synchronous communications, the mas-
ter and slaves communicate with each other at regular intervals
of time which are reserved in advance. For asynchronous com-
munications, the master uses a polling style protocol to allocate
time slots to the slaves [1]. In most of the current Bluetooth
products, the master polls the slaves in a Round Robin (RR)
manner. The polling based RR scheduling has a drawback when
considering power consumption. If the slave being polled does
not have any packet to send, two time slots will be wasted. As
a result, if the slave’s traffic density is low, there will be a large
amount of power wasted due to excessive polling. Meanwhile,
since a slave does not know when it will be polled, it has to keep
listening and a large amount of power will be wasted.

There has been a lot of research on low-power control for
wireless devices. On the hardware level, the communication de-
vice can adjust the power level used by the mobile transmitter
during active communication [2]. On the software level, we can
control the power consumption by communication devices [3].
The underlying principle is to estimate when the device will be
used and suspend it for those idle intervals. Also, researchers
proposed some schemes to minimize the power used by the de-
vice to transmit packets within a given amount of time [4].

Our work presented in this paper focuses on letting the mas-
ter poll the slave when the slave has data to send and making
the slave stay in the low power mode until the master wants to

communicate with it. We use theguaranteed service model[5]
as the underlying model of our approach and assume that ev-
ery flow will ask for a required flow rate. Under this model, we
propose anon-work-conservingMAC layer scheduling scheme
in which the master arranges a power efficient polling sequence
based on the current prediction of the flow’s transmission rate.
We use thehold operation mode of Bluetooth to make the slave
idle whenever there is no data addressed to it so that the slave
can avoid unnecessarily staying in the active mode. Intuitively,
power conservation is achieved by reducing the number of un-
necessary polling slots and unnecessary active periods. Since
the prediction may not always be accurate, the slave may not
have data to send while being polled, in which case, power will
be wasted. In order to reduce this kind of mis-prediction, our
scheme adaptively adjusts the predicted rate of the flow based
on the power tuning knob and the flow’s attribute parameters.
While dealing with the power issue, we still take QoS of each
flow into account. We show the throughput, delay, and fairness
properties of our scheme via theoretical analyses and demon-
strate the advantages of our scheme through extensive simula-
tions.

The remainder of this paper is organized as follows. Section
II gives a brief introduction to the backgrounds and the moti-
vations of this paper. In section III, we describe our scheduling
algorithm in details and give analytical results of throughput, de-
lay and fairness. The performance of our approach is evaluated
in Section IV. Section V concludes the paper.

II. BACKGROUND AND MOTIVATIONS

A. Bluetooth Operation Modes

Bluetooth defines four operational modes:Active, Sniff, Hold
and Park. In theActive mode, a Bluetooth device actively partic-
ipates on the channel. In theSniff mode, the native clock cycle
of a slave’s listen activity is reduced to specified periodic time
slots, which are called sniff slots, and the master will poll the
slave every sniff slot. In theHold mode, a slave goes into sleep
for a specified amount of time:holdTO. After holdTO time,
the slave returns to active mode. This means that the slave tem-
porarily leaves the channel for a time interval ofholdTO. Be-
fore entering the hold mode, the master and the slave agree on
the time duration that the slave should remain in the hold mode.
After the slave wakes up, it will synchronize to the traffic on the
channel and will wait for further information from the master.
In thePark mode, the slave sleeps for an unspecified amount of
time and gives up its active member addressAM ADDR. The
master has to explicitly make the slave active at a future time by
broadcasting through thebeacon channel[6].
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B. Guaranteed Service Model
We consider theguaranteed service modelas following: be-

fore the communication starts, the source needs to specify its
flow traffic characteristics and the desired performance require-
ments. When the network admits the request, it guarantees that
the specified performance requirements will be met provided
that the source follows its traffic specification [5]. Thus, this
service contract is settled before the real data transfer during
a connection establishment process and is kept valid through-
out the life time of the flow. The network meets the require-
ments of all flows by appropriately scheduling its resource. A
scheduling algorithm can be classified as eitherwork-conserving
or non-work-conserving. For working-conserving scheduling, a
server is never idle when there is a packet to send. For non-
work-conserving scheduling, each packet is not served until it is
eligible [5], even though the server is idle at that time.

C. Motivation
In current commercial Bluetooth products, the RR is the de-

fault scheduling scheme as well as specified in the Bluetooth
specification [6]. Under this scheduling policy, the master works
in the work-conserving manner and keeps polling the slaves of
the piconet in turns.
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Fig. 1. A piconet example

For example, as shown in Figure 1, there are seven slaves
and seven flows in the piconet. Suppose it is slaveS1’s turn,
the master has to pollS1 no matterS1 has a packet to send or
not since it doesn’t knowS1’s real-time traffic situation. IfS1
doesn’t have any packet to send, still has to reply a response [6]
that consumes one time slot. Thus, a couple of time slots and
some amount of power are wasted due to this polling. As a re-
sult, if flow f1’s rate is low, lots of power can be wasted due to
the excessive polling towardS1. Since other slaves don’t know
when they will be polled, they must keep listening to the channel
and waste a large amount of power. In order to fix these prob-
lems, we propose a MAC layer scheduling scheme and use the
hold1 mode to optimize the power consumption while providing
guaranteed service for the flows in the piconet. The basic idea
is to let the master poll the slave when the slave has a packet
to send. Also, we want to let the slave be active only when the
master accesses it. The master allocates the bandwidth to a flow
based on the expected rate of the flow. Since the prediction may
not be always accurate, it may incur extra power consumption
under the scheme due to the mis-prediction. We use an adaptive

1The reason of not using the sniff mode is that the sniff mode is suitable to
inherently regular traffic and is less flexible to use when compared to the hold
mode.

method to adjust the predicted rate of the flow in order to reduce
the cost of mis-predictions. This policy is power-conserving be-
cause it can reduce the number of unnecessary polling and let
the slave stay in the idle mode as long as possible.

III. A N ADAPTIVE POWER-CONSERVINGALGORITHM

In this section, we present the APCB2 service model which is
based on the following assumptions: error-free channel, single
piconet and the system clock is synchronized among the master
and the slaves.

A. The APCB Service Model
We adopt the idea of Virtual Clock service model [7] and as-

sume every sender of flows will provide its attribute parameters,
such as flow rate and burst degree3, to the master before the
communication starts. Since the master cannot get the real-time
knowledge of the arrival time of a flow’s packets, it only uses the
expected arrival time(EAT) of the packets of the flow to predict
when the sender will have data to send. We first introduce some
notations before presenting our algorithm:
� Lki denotes thekth packet length (in bit) of flow i andLmaxi

denotes the maximum packet length of flow i;
� EAT (pki ) is the EAT of thekth packet of flow i.
� ri denotes the max bandwidth admitted to flow i;
� r(pki ) denotes theExpect Transmission Rateof thekth packet
of flow i, and it is initialized tori;
� �i denotes the power tuning knob for flow i and0:0 < �i �
1:0
� �i denotes the burst degree of flow i and�i � 1;
� hstart; sleepi means the node will hold from timestart and
lastsleep second(s).
� clock is the system time clock;
� Æ denotes the time for the end nodes of flow i to resynchronize
the channel from hold to active state.4.
The master works in a non-work-conserving manner in our
scheduling policy. It will try to serve the flow which has the
packet with the smallest EAT, and use the node’s address to
break the tie. For every flow i, the whole algorithm is re-
lated to the master and the end nodes, who areSenderi and
Recieveri. Applying the same algorithm, the master,Senderi,
and Recieveri can mutually agree on the next polling time
based on the current packet lengthLki and the current expected
transmission rater(pki ). Note that the end nodes also adjust
r(pki ) as the master does. If there is a mis-prediction, they
will adaptively adjustr(pki ) and prolong the interval of the next
polling time toLmaxi =r(pki ). We useLmaxi as the current packet
length in order to let the scheme work more power efficiently.
The parameter�i is used to control how muchr(pki ) decreases.
When�i = 1:0, r(pki ) does not change. With a smaller�i,
r(pki ) drops much faster, and then the device reduces the power
consumption. Similarly,�i is used to control how muchr(pki )
increases. If flow i is bursty, the delay can be reduced by select-
ing a larger�i. The functionGetActualIdlePeriodneeds to be
further explained. Suppose a slave is the end node of flow set

2APCB stands for Adaptive Power Conserving service discipline for Blue-
tooth
3These parameters are assumed to come from the application layer
4The length ofÆ is set to be 1 time slot (625�s) in this paper
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M, its actual hold periodhstart; sleepi is calculated according
to:

hstart; sleepi = \i2Mhstarti; sleepii (1)

If sleep � ", where" is the threshold for holding, the slave
will not hold. This can eliminate the situation where the master
sends a packet to a holding slave. InRecieveri, if the receiver
gets no packet addressed to it until the channel is idle, which
means the master didn’t forward data to the receiver,p will be
set to NULL. The variableWakeupT ime is used whenp is
set toNULL. Since the receiver may need some time to wait
until the channel is idle (other flow’s packet(s) may be on the fly
during this period), we useWakeupT ime andclock to adjust
thesleep interval length of the receiver so that it can wake up on
time and get further forwarded packets of flow i from the master.
The algorithm is shown in Figure 2.

B. Analysis of the APCB Service Model
In this section, we demonstrate the QoS properties of the

APCB service model. LetEFT (pki ) denote theExpected Fin-
ish Time of the kth packet of flow i, and it is defined as:
EFT (pki ) = EAT (pki ) + Lki =r(p

k
i ). Two functions are used

to convert the real time to virtual time:vs(t) andvf (t), where
vs(t) is the EAT of the packet in service at time t, andvf (t) is
the EFT of the packet in service at time t.Wf (t1; t2) is the ag-
gregated length of the packets served in the interval[t1; t2]. Due
to space limit, we only give the results and part of the proofs.
More details can be found in [8].

Lemma 1: If flow f is backlogged through the interval[t1; t2],
then in the APCB service model:

Wf (v1; v2) � rf (v2 � v1 ��tf )� Lmaxf (��1i � �f ) (2)

wherev1 = vs(t1); v2 = vf (t2), �f = b
(1��i)rf
�iL

max
f

c, and�tf =
P�f

i=1

Lmax
f

�irf+�iLmax
f

i

Proof: From the APCB algorithm, the packets served in the
interval[v1; v2] can be partitioned into two sets:
� The set, donated by A, consists of packets that have the ex-
pected rate lower thanrf . Let t̂A denote the time needed to

serve packet set A and̂tA =
P

i2A

Lif
r(pi

f
)
.

� The set, denoted by B, consists of packets that have the ex-
pected rate equal torf . Let t̂B denote the time needed to serve
packet set B.
Suppose the server serves the first packet of flow f, which ispkf ,

at timet0 (v1 � t0 � v1 +
Lfk

r(pk
f
)
). Since flow f is backlogged in

the interval[v1; v2], we can get:

Wf (v1; v2) =Wf (t0; t̂A) + rf t̂B (3)

Sincet̂A+ t̂B � v2� t0, andr(pif ) < rf (i 2 A), we can easily

find thatWf (v1; v2) increases aŝtA drops. Thus,Wf (v1; v2)
has the smallest value whenr(pkf ) = �irf andLif = Lmaxf

(i 2 A). According to the APCB algorithm, the number of
packets in set A, which is denoted by�f , is equal tob (1��i)rf

�iL
max
f

c.

As a result, in the worst case,

Wf (t0; t̂A) = �f � L
max
f (4)

Master: Select flow i that itskth packet has the smallest EAT.
if clock < EAT (pki ) then

idle untilEAT (pki );
EAT (pki ) = clock
poll senderi and get packetp;
if p = NULL then
/*sender has no packet to send*/

r(pki ) = �i � ri
EAT (pki ) = EAT (pki ) + Lmaxi =r(pki )

else
r(pki ) = min(r(pki ) + Lmaxi � �i; ri)
EAT (pk+1i ) = EAT (pki ) + Lki =r(p

k
i )

FORWARD(p)

Senderi: When wake up
wait for being polled
if DeQueue()=NULLthen

reply a NULL packet
r(pki ) = �i � ri
hstarti; sleepii = hclock; Lmaxi =r(pki )� Æi

else
send the packet
r(pki ) = min(r(pki ) + Lmaxi � �i; ri)
hstarti; sleepii = hclock; Lki =r(p

k
i )� Æi

hstart; sleepi=GetActualIdlePeriod()
Hold(hstart; sleepi)

Recieveri: When wake up
WakeupT ime = clock
wait for the forwarded packet p
if p=NULL then

r(pki ) = �i � ri
hstarti; sleepii = hclock; Lmaxi =r(pki ) � Æ � (clock �

WakeupT ime)i
else

r(pki ) = min(r(pki ) + Lmaxi � �i; ri)
hstarti; sleepii = hclock; Lki =r(p

k
i )� Æi

hstart; sleepi=GetActualIdlePeriod()
Hold(hstart; sleepi)

Fig. 2. The Algorithm of APCB

t̂A =

�fX

i=1

Lmaxf

�irf + �iLmaxf i
(5)

From (3), (4), (5), andt0 � v1 +
Lfmax

�f rf
, we can get:

W (t1; t2) � rf (v2 � v1 �
Lmaxf

�frf
� t̂A) + �fL

max
f

= rf (v2 � v1 � t̂A)� Lmaxf (��1f � �f ) (6)

By substitutingt̂A with �tf , the Lemma follows.
Lemma 2: If flow f is backlogged through the interval[t1; t2],

then in the APCB service model:

Wf (v1; v2) � rf (v2 � v1) + Lmaxf (7)
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where v1 = vs(t1); v2 = vf (t2):

B.1 Fairness Guarantees

Theorem 1:(Short Term Fairness) For any interval[t1; t2] in
which flows f and m are backlogged during the entire interval.
The difference in the service received by two flows in the APCB
service model is given as:

j
Wf (v1;v2)

rf
� Wm(v1;v2)

rm
j �

maxi;j2ff;mgf
Lmax
i

ri
+

Lmax
j (��1

j
��j)

rj
+�tjg (8)

wherev1 = vs(t1), v2 = vf (t2), and�ti, �i are defined in
Lemma 1

Theorem 2:(Long Term Fairness) For a continually back-
logged flow f, it achieves the following long-term throughput
in the APCB service model:

lim
v!1

Wf (0; v)

v
= rf (9)

B.2 Throughput Guarantees

Theorem 3:If Q is the set of flows served in the APCB ser-
vice model, and if a flow f is continually backlogged over a real
time interval[t1; t2], flow f’s aggregated serviceWf (t1; t2) is
bounded by:

Wf (t1; t2) � rf (t2�t1��tf )�
rf
C

X

i2Q

Lmaxi �Lmaxf (��1i ��f )

(10)
whereC =

P
i2Q ri, C is less than the system capacity, and

�tf and�f are defined in Lemma 1

B.3 Delay Guarantees

Theorem 4:If Q is the set of flows served in the APCB ser-
vice model, and if packetpjf is theN th packet in flow i’s outgo-
ing buffer andpHOLf is the head-of-line packet in the buffer, then

the departure time of packetpjf , which is denoted byDP (pjf ),
is given by:

DP (pjf ) � EAT (pHOLf ) +
Pmin(�f ;N�1)

i=1

Lmax
f

�f rf+�fLmax
f

i

+(max(�f ; N � 1)� �f )
Lmax
f

rf
+

P
i2Q

Lmax
i

C
(11)

whereC =
P

i2Q ri, C is less than the system capacity, and�f
is defined in Lemma 1

IV. PERFORMANCEEVALUATIONS

In this section, we evaluate the scheme by simulations. We
simulate both core components of Bluetooth standard: the Base-
band layer and the L2CAP layer. We assume that the channel is
error-free and the baseband packet limit is 5-slot packet (339

TABLE I

CONNECTIONSPARAMETERS

Flow Flow Rate (bps)
S1 ! S2 27120
S2 ! S5 40680
S3 !Master 81360
S4 ! S5 54240
S5 ! S2 62376
S6 ! S7 27120
S7 ! S6 108480

Bytes), which is specified in the specifications [6]. The simula-
tion topology is shown in Figure 1, and the parameters of each
flow are listed in Table I. The holding threshold� is set to one
time slot. For simplicity, we only consider the homogeneous
traffic sources in our simulation, so that each flow sender uses
the same traffic parameters and sets up the same value of�. Intu-
itively, the selection of� is traffic model dependent. In order to
show this relationship, we evaluate our policy under two traffic
models, the CBR model and the ON/OFF model. For the CBR
model, the bursty degree�i = 1:0. For the ON/OFF model,
�i = 2:0.

The following metrics are used to evaluate the algorithm: the
total throughput for all the flows, the average packet delay and
the total Weighted Power Consumption Slots (WPCS) of all the
slaves in the piconet. Here, we define the WPCS as the weighted
number of slots with power consumption by a device in the time
period of T. For a Bluetooth device, it has four communication
modes:Tx, Rx, Active, Sleep. We assume the weight of the four
modes are 1.0, 0.5, 0.2, and 0.0, respectively.

A. The CBR Model

In this model, the master does not mis-predict the EAT of
flows. Thus,� has no effect in this scenario and we set it to1:0.
The performance results are shown in Figure 3. As can be seen,
our scheme has a much larger throughput. Our scheme not only
reduces the power consumption by half, but also significantly
reduces the packet delay compared to the RR scheme. This can
be explained by the fact that APCB doesn’t waste any time slot,
whereas RR treats each slave equally and wastes many slots due
to excessive polling. Since we do not apply flow control in the
simulation, the packet delay of the RR scheme increases contin-
uously as the flow active time increases.

B. The ON/OFF Model

ON/OFF is an interrupted process. We choose the mean idle
period and the mean active period to be 200ms and 100ms, re-
spectively. They are assumed to follow a Gaussian Marginal dis-
tribution, and the random numbers are generated similarly to [9].
In the active mode, the inter-arrival time is randomly distributed
between0:5ri andri. It is obvious that the system load is much
less than that in the previous example. The simulation results
are shown in Figure 4. As can be seen, the throughput of APCB
with varies values of�, except� = 0:3, is almost the same as
that of RR. Although the average packet delay of the APCB ap-
proach, except� = 0:3, is moderately higher than that of the RR
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Fig. 3. Performance comparisons between RR and APCB under the CBR traffic model
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Fig. 4. Performance comparisons between RR and APCB under the ON/OFF traffic model

approach, the power consumption of the APCB approach are re-
duced as much as85% compared to the RR approach. Note that
the system load is quite light, and the scheduler under the APCB
approach works in the non-work-conserving manner. Thus, the
capacity of the system is smaller than the RR approach. Also,
since mis-prediction may happen, the corresponding rate adjust-
ment could bring some extra packet delay. From Figure 4, we
can see that there exists a tradeoff between power and delay. If
power saving is the optimization goal, the� = 0:3 approach is
better than the� = 0:5 approach. However, this power saving
is at the cost of delay increase. To achieve a balance between
power and delay,� = 0:5 is better than� = 0:3. For example,
in terms of power consumption, the� = 0:3 approach reduces
the power consumption by about 13% compared to the� = 0:5
approach; however, the� = 0:3 approach doubles the delay.
Certainly, if delay is an important issue,� = 0:8 is a better
option compared to� = 0:5.

V. CONCLUSIONS ANDFUTURE WORKS

In this paper, we proposed an adaptive power-conserving
scheduling approach for Bluetooth networks. Through theo-
retical analyses, we showed that the APCB scheme can guar-
antee the performance of a flow. From the simulation results,
we found that the APCB scheme can save a significant amount
of power under varies traffic models. Under the CBR traffic
model, the APCB scheme always outperforms the Round Robin
scheme. Under the ON/OFF traffic model, if the system load
is light, our scheme may have a moderately longer packet de-
lay and slightly less throughput due to the non-work-conserving
nature and the prediction nature of the APCB. However, our

scheme can reduce the power consumption as much as 85%.
We found that� has significant effects on power saving and de-
lay. Properly choosing the values of� is helpful for achieving
a good balance between system performance and power con-
sumption. Our future work will focus on automatically adapting
� for each flow so that the flow can dynamically get a good bal-
ance between power and delay based on a certain criteria. When
the packet delay increases above a threshold, the master and the
end nodes of the flow will increase� to serve the flow faster.
Otherwise, they can decrease� to save more power.
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