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Abstract—It is well known that IEEE 802.11 provides a deployed in civilian and military environments such as
physical layer multi-rate capability, and hence MAC layer battlefield, disaster recovery, group conference and wire-
mechanisms are needed to exploit this capability. Several |ess office; the other is callgubint coordination function
solutions have been proposed to achieve this goal. However,(PCF) which is based on polling and is built on the

these solutions only consider how to exploit good channel
quality for the direct link between the sender and the top of D(.:F.' Currently, the PCF protocol has not been
commercialized yet [13].

receiver. Since IEEE 802.11 supports multiple transmission . . .
rates in response to different channel conditions, data IEEE ?‘02'11 has physical-layer multi-rate (?apablllty
packets may be delivered faster through a relay node [12], which means that data can be transmitted at a

than through the direct link if the direct link has low number of rates according to the channel condition. For
quality and low rate. In this paper, we propose a novel example, when the signal-to-noise ratio (SNR) is high,
MAC layer relay-enabled distributed coordination function je., error detection and recovery is not that important
(DCF) protocol, calledrDCF, to further exploit the physical [10], an aggressive and efficient modulation scheme can
layer multi-rate capability. We design a pr_otocol to assist be applied to increase the rate. When the SNR is low,
the sender, the relay node and the receiver to reach an a conservative and redundant modulation scheme should

agreement on which data rate to use and whether to b lied d he bi | . |EEE
transmit the data through a relay node. Considering various € applied to reduce the bit error rate. In practice,

issues such as bandwidth utilization and channel errors, we 802.11b supports transmission rates of 1, 2, 5.5, and 11

propose techniques to further improve the performance of Mbps, and IEEE 802.11a supports data rates of 6, 9, 12,
rDCF. Simulation results show thatrDCF can significantly 18, ..., 54 Mbps [10], [20].
improve the system performance when the channel quality  To exploit the physical layer multi-rate capability, re-

of the direct link is poor. searchers have proposed various protocols. At the network
Index Terms: IEEE 802.11, simulations, MAC, wirelesg@yer, some channel state aware routing schemes [7],
networks. [2], [21] have been studied to improve the end-to-end

throughput by taking into account the channel condition

. INTRODUCTION ) .
i ) as one of the route selection metrics. However, due to
With the advantage of low cost and high datarate, IEEFe ong Jatency of route updates and the high control

802.11 based wireless networks are becoming extremgly, eaq these schemes cannot quickly react to dynamic
popular. In order to improve the network performance, fi, el condition and can not achieve high bandwidth

is fundamentally important to design good media acceggjization, At the MAC layer, [10], [15], [20] have been
control (MAC) protocols to efficiently utilize the limited proposed to exploit the multi-rate capability. The basic

spectrum [2], [7], [21], [22]. Two different MAC mech-ijas of these schemes is to let the sender select a proper

anisms are supported by the IEEE 802.11 standard [1g],qmissjon rate according to the history of the successful
one is calleddistributed coordination functioDCF), yangmissions; or to let the receiver sense the channel
which is based on carrier-sense multiple access Wi§,qition before the transmission, and notify the sender
collision avoidance. With DCF, the mobile nodes cajy, 5 control packet (e.g. the clear-to-send (CTS) packet).
spontaneously form an ad hoc network without any prepyever, these schemes only utilize the data rate of the
installed infrastructure. Such networks can be quiCklyirect jink between the sender and the receiver. In many

This work was supported in part by the National Science FoundatiGRS€S: data may t_)e delivereq mUCh faster through multiple
(CAREER CCR-0092770 and ITR-0219711). links that have high transmission rates than through the



direct link with low transmission rate. can be transmitted at different transmission rates, but

In this paper, we propose a novel DCF-based MACobntrol packets (e.g. RTS, CTS, ACK) are transmitted
protocol calledrelay-enabled DCF(rDCF) to further with the base rate which is 2 Mbps in this paper. For
exploit the multi-rate capability of IEEE 802.11. Basedimplicity, we assume that each node transmits its packets
on the channel condition among mobile nodeBCF using a constant transmission power. The wireless channel
can intelligently apply multi-hop (mainly two-hop in thisbetween the sender and the receiver is assumed to be
paper) data transmission to achieve higher transmissamost symmetric. In this paper, we will not consider
rate. Specifically, when the direct link between the sendszcurity issues and the motivation for nodes to relay.
and the receiver can only support a low transmission ratdany existing techniques [6], [11], [17] can be used to
but there exists a relay node such that both the links frasddress security issues and the motivation for relay.
the sender to the relay node and from the relay nodeBased on the distance, the sensing power and the
to the receiver can support high transmission rates, thdulation scheme, a node can be in different range of
impending packet can be delivered from the sender to ttie sender: thransmission rangand thecarrier sensing
receiver faster by two-hop high speed transmission uiange
the relay node. Withr-DCF, each mobile node senses the , transmission rangewithin this range, the node can
channel conditions among its neighbor nodes. Based on receive and correctly decode the packet.
the collected channel conditions, if it can become a relay, carrier sensing rangewithin this range, the node
node of its neighbors, the node periodically advertises can sense the signal but cannot decode the packet.
the relay information. When the sender sends the packet
to the receiver, if it can find a relay node, a triangulgs. The IEEE 802.11 DCF Protocol
handshake is formed among the sender, the relay nod&he standard DCF protocol is described in [12]. After a
and the receiver so that they can quickly agree on whethemsmitting node senses an idle channel for a time period
to perform relay and which rate to use according to tled a distributed inter-frame spacéDIFS), it backs off
real-time channel condition. To deal with issues such fa8 a time period which is chosen uniformly from the
bandwidth utilization and time-varying channel conditiorrange of 0 to its contention window siz€ ). After
we propose techniques to enhance #i®CF protocol. each successful data transmission, the window size is
We evaluate theDCF protocol in various scenarios, anget toCW,,.;,, which denotes the pre-specified minimum
the simulation results show thaDCF can significantly contention window. After the backoff timer expires, the
reduce the packet delay, improve the system throughpubde sends a RTS to the receiver. If the receiver suc-
and reduce the impact of channel errors on fairness. cessfully receives the RTS, it replies a CTS after a time

The remaining of this paper is organized as followgeriod ofshort inter-frame spac¢SIFS). When the sender
Section Il describes the background and the related wor&ceives the CTS, it transmits the impending packet. For
Section Il gives the motivation of the work. The detailshe purpose of reliability, the receiver needs to reply an
of rDCF are presented in Section V. Section V analyz#&CK after it receives the packet correctly. Any other
rDCF. Section VI evaluates the performance ®@CF node overhearing either the RTS or the CTS extracts
through simulations. Section VII concludes the paper. the information contained in the packet and updates its

network allocation vectofNAV), which contains the time
Il. BACKGROUND AND RELATED WORK period reserved for data transmissions. Then, the node

A. System Model defers its transmission until its NAV expires. For each

We consider a wireless network based on IEEE 802.1¢8hsmission failure, which may be caused by collisions
that can support transmission rates of 1, 2, 5.5 and ddchannel errors, a binary exponential backoff is applied
Mbps. The wireless medium is shared among multiplg gouple the backoff window, and the window size is

contending mobile nodes, i.e., a single physical chanig|,nded by the maximum contention window (denoted
is available for wireless transmission. The DCF with CW,,

request-to-send (RTS)/clear-to-send (CTS) handshake is

used for medium access control since it has been shogin Related Work

that the RTS/CTS mechanism is effective to solve the Kamerman and Monteban [15] designed the auto rate
hidden terminal problem [4] and to improve the systefallback (ARF) protocol to utilize the multi-rate feature
performance when the packet size is large [5]. Accordirgf IEEE 802.11. In ARF, the sender adapts the rate of
to the channel condition, a packet could be transmittedesich data transmission based on the history of previous
different transmission rates. We assume that data paclkatscessful transmissions. Since ARF is a sender-initiated

ax)-



Nr (Relay node)

protocol, it does not work well when the channel con-
dition becomes unstable. Hollared al. [10] proposed a
receiver-based auto rate (RBAR) protocol. With the rate
feedback by the receiver, RBAR can adapt the channel
condition more promptly than ARF. Later, the opportunis-
tic auto rate (OAR) scheme was proposed in [20]. OAR
utilizes the fragment burst in IEEE 802.11 [12], which
allows more than one packets to be transmitted wheig. 1. The advantage of using the relay node

the sender is granted medium access. OAR outperforms ) i
RBAR only when the channel condition between thibps and 5.5 Mbps respectively. With a packet length of

sender and the receiver can support a high transmissforf the data can be transmitted along — N, — N> at
rate (say 11 Mbps). ARF, RBAR and OAR only considéple MAIC layer, the transmission delay is approximately
the channel quality between the sender and the receiVar, T 55)L- Thus, th5e><181.Ctua| transmission rate Is ap-
When the channel quality between the sender and ff@ximately equal T = 3.7Mbps, which is much
receiver is poor, the performance of these schemes wol@if#e" than 2 Mbps, when the packet is transmitted along
be significantly degraded. N1 — N,. Even after considering of the control overhead,

The channel quality has been used as a metric for rolffBen the packet size is not very small, the overall time to
selection in some routing protocols [2], [7], [8], [21]_dellver thg data packet can still be S|gr_1|f|_cantly r_educed
A path with overall best channel condition is selectdd®® Section V for details). Although it is possible to
to improve the end-to-end throughput [2], [7], [21] ofiave more than one re_Iay _nodes, considering the control
power efficiency [8]. However, compared to MAC |ayepverhead of the coordination among rglated nodes', we
relay, network layer relay has higher control overhed@Cus on two-hop MAC layer relay in this paper, which
and may incur a long queuing delay. When the chanrg|Sufficient in most cases. ,
condition changes frequently, due to the slow response! N€ré may be doubts on whether the relay mechanism
of the routing protocols, network layer relay cannot realfll Work since the channel conditions ai; — N>

quickly to exploit the opportunities to deliver data at 21d N2 — NN, may be unstable, and then the actual
high transmission rate. transmission rate that can be achieved with relay could

In [22], a relay enabled PCF protocol, calleBiCF has be lower t_han that with direct transmission. Fortunately,
been proposed to utilize the multi-rate capability via tw@S Stetéd in [20], when the node does not move very fast,
hop MAC layer relay. InPCF, each mobile node reportd-€-+ 1€S than 20 m/s, the coherence intervals [19],7[20]
the sensed channel condition to the access point. Bag&g 0N the order of multiple packet transmission times. In
on the collected information, the access point decides dRGSt cases, since mobile nodes move fairly slow (say less
notifies the node at which rates to apply relay through tifén © M/s) in ad hoc networks, it is feasible to exploit
polling packet. Compared tPCF, the design ofDCF is relgy oppor_tunltles for each packet transmission (if there
much more challenging: FirstDCF needs to operate in€XIStS @ suitable relay node) so that the performance of
a distributed way, and then it requires different techniqui® System can be significantly improved.
to coordinate the sender, the relay node and the receive_zéi.n MAC layer relay vs. Network layer forwarding
rDCF. Second, we need to consider the exposed terminahs we mentioned in Section 1I-C, the function of
problem and the hidden terminal problemriDCF, which  exploiting multi-rate capability can be performed via
does not exist irPCF. MAC layer relay or network forwarding. MAC layer relay

. M OTIVATIONS is better than network layer forwarding in three aspects:
A. Advantage of two-hop relay 1) Packets relayed at the MAC layer do not have
queuing delays, whereas packets forwarded at the
network layer would experience a long queuing
delay if the relay node has many packets in the
queue.

N1 2Mbps N2

Since the channel condition varies with time and it
is location dependent [19], the multi-rate capability can
be further exploited by enabling MAC layer multi-hop
transmission. For example, as shown in Figure 1, suppos% B h K i di |
N, needs to send data 1é,, and the channel aV; — N, ) Because each network forwarding evolves a
only supports a transmission rate of 2 Mbps. At the same RTS/CTS handshake plus an ACK, the control
time, the channel conditions @¥; — N, and N, — N The coherence interval is the average time interval during which
are much better, and they can support data rates of tAd channel conditions are correlated.



overhead of network forwarding is higher than thaefore sending the advertisement, M. has overheard
of the MAC layer relay. more thanm advertisements containiny; — INV; from
3) Network layer forwarding may affect the bandwidtlwther nodes, it knows that at least other nodes have
allocation of the relay node, and then forwardinglaimed to be the relay node fav; — N;, and then
the packets of other nodes may affect the delivedeletesN; — NN; from the willing list. In this paper, we
of its own packets. In contrary, with MAC layerset the value ofn to be 3.
relay, because each relayed packet does not enter
the queue of the relay node, MAC layer relay does
not interfere the node’s transmission opportunity.
This property is helpful to apply some rewarding
schemes [6] to motivate the relay.

IV. THE RELAY-ENABLED DCF
In this section, we first pregent the basic prO,tOCQI ?—flg 2. An illustration of the triangular handshake
rDCF, and then propose techniques to enhance it. Finally,

we discuss the various impacts of the relay and some?) The Triangular Handshakeln the standard DCF
implementation issues. protocol, the RTS/CTS handshake is required for each

unicast packet transmission in order to prevent collisions.
A. The Basic Protocol In [10], [20], this handshake is further utilized to probe

1) The Service Advertisemer®imilar to most exist- the channel condition on a per-packet basis. Following
ing work [10], [20], we apply receiver-initiated channethese principles and considering backward compatible to
condition measurement and let the receiver notify tfiee standard DCF, we modify DCF and refer this new
sender of the transmission rate via CTS. WIilDCF, each Protocol as the basic protocol ofDCF. As shown in
node promiscuously listens to all ongoing RTS and CT€gure 2, where the dashed line pointed & means
packets. By extracting the piggybacked transmission rdf@t IV; can overhear the packet. When a nalig has
in the CTS, a node knows the channel condition betwedrpacket forN;, it first searches the relay table using
the sender and the receiver of the impending data pacla.index. If N; cannot find a relay node, the standard
Meanwhile, it can measure the channel quality betwe&¥F is applied. OtherwiselN; picks a relay nodev,
the sender (or the receiver) and itself by sensing the sigAf starts to coordinate the communication with and
strength of RTS or CTS packets. Since CTS packets &p- Specifically, V; sends a new packet, calleglay
not have the MAC address of the packet sender, a ndg€S (RRTS1), to N,. When N, receives the RRTS1,
needs to infer the sender of the CTS according to thegenerates another relay RTS (RRTS2) and sends it
semantic of CTS. In particular, suppodg overhears a 0 N;. By sensing the signal strength of RRTS1 and
RTS from NV; to Nj- If it overhears a CTS addressed t&RTSZ,NT ande |nd|V|duaIIy determines the achievable
N; after a SIFSN, can infer that the sender of the CTgransmission rate oN; — N, N; — N; and N, — Nj,
is N;. denoted byR;, R4, and Ry respectively, whereR; is

For a given flow between a pair of sender and receivéfggybacked in RRTS2. After receiving RRTS2, based
with the measured channel quality, if a node finds th@f R1, Rar and Ry, the receiver replies CTS which
the packets can be transmitted faster with the MAC layBiggybacksizy;, if the packet cannot be transmitted faster
relay, it adds the identity (e.g. MAC address) of the send¥ith relay. Otherwise,N; replies arelay CTS(RCTS),
and the receiver into its willing list. In order to reduce th&hich piggybacksi; and R;, to N;.
control overhead, we can limit the length of the willing Nr
list (i.,e. 10 entries). Periodically, each node advertises
its willing list to its one-hop neighbors. Some schemes & e}
such as [3] can be used to improve the reliability of the S
broadcast. Once a node, sa¥, receives a willing list
from N,, and finds thatV; — N, is in the list, it adds
N, into its relay table (Note that it is possible that there
are more than one relay node available fér — Nj)' Fig. 3. An illustration of the MAC layer relay
As an optimization, the number of redundant service If N; receives a CTS, it sends the data packet directly
advertisements for a given flow can be reduced as followts: NV; with the transmission rate a®;_,;. If N; receives

Ni ACK Nj



a RCTS, as shown in Figure 3, it sends the data packe %";Csket Type e 2;;;?5'3”‘3“0”

N, with t_he transmission rate at; . After N, receivgs t_he TS DATA(L, Raiy) + 0 + 251FS

packet, it relays the packet ; with the transmission [ RRTSI RRTS2 + RCTS + 20 + 3SIFS

rate of R, after a SIFS. If the packet is correctly receivedRRTS2 RCTS + DATA(L, Ry) + 20 + 3SIFS

by N;, N; replies an ACK tal;. If the transmission fails, ggt;s ig?ﬁL’fgI?gATA(L’ f2) + 20 + 351FS
. . . . . . ir ag

the sender can detect it with a timeout mechanism simifag DATA(L, B>) + ACK + 20 + 251FS

to the standard DCF [12]. TABLE |

THE CALCULATIONS OF THE DURATION INT*DCF
B. Enhancements aDCF

The basic protocol ofDCF describes the basic mechas&nder due to collision or channel error, since the standard
nism to achieve relay-enabled DCF. However, considerif§Proach has longer duration piggybacked in the RTS than
the bandwidth utilization, the dynamical nature of wireQUr approach, the neighbor nodes of the sender would
less channels and the impact of multi-rate transmissioﬁ'@_,fe" for a longer time period in the standard DCF. Table

we propose technigues to further improve the performaricéSts the duration for each packet usednbCF. In the
of rDCE. table,o is the maximum propagation delap, AT A(L, )

1) Dealing with Multi-rate TransmissionWith IEEE is the time needed to transmit the packet with length of
802.11 DCF, carrier sensing is performed using physic_%l at rater. Note th_at _the _calculation of each duration
carrier sensing as well as virtual carrier sensing. As shoffi¢ludes the transmission time of both PHY layer header
in Figure 4 (a), when the data is transmitted with a fixed’d MAC layer headedatay;. refers to the data packet
rate, the sender can easily calculate the duration of ty&h direct transmission, andata, is the data packet
packet transmission based on the packet length and 368t from the sender to the relay node. Other unlisted
transmission rate. However, when the transmission r&ackets have a duration of 0.
can be adaptively changed, the sender cannot precisely
calculate the length of the duration before sending the
RTS, since it does not know the transmission rate of the
impending packet in advance. In the solution of [10],
the sender chooses a data rate based on some heuristic;
i.e., the most recent rate that was successfully used for
transmission. This solution is not good enough+fDICF
since the sender needs to estimate the transmission rates
for both hops of the relay, and it may be difficult to get
a precise estimate.

Our approach: We designed a new carrier sensing. ) _ _ o
scheme forDC forDCF, which is shown in Figure 4 (b). Insteac?'g' 5. An illustration of different transmission ranges

o . o Besides the impact on virtual carrier sensing, different
of estimating the possible transmission rates and Calculf?’&nsmission rates also result in different transmission
ing the duration of the data transmission, the sender fi

F% es. For a given receivin ower level, the packet
calculates the duration of the RTS and CTS transmissiqp ngsmitted withg higher rate r?1a€/ have higr’1er bitperror
only?. The duration can be precisely calculated since

Pdte. As shown in Figure 5, suppog€ and N, are
. . ’ J
control packets (e.g. RTS, CTS, ACK, ...) are transmitted away from each other and the channel quality can

at the base rate, say 2 Mbps. After the sender recei\g?ﬁy support 2 Mbps; may not be able to decode a

CTS or RCTS, it calculates the_ durations of the pact 5cket if N; sends the packet at the rate of 5.5 Mbps.
and the ACK based on the piggybacked transmissi W this case,N; is out of the transmission range of;.

rate(s). In this way, our scheme can guarantee that ot lsed on this fact, when the sender sends data at high

nodes within the transmission range of the sender and | 2, some one-hop neighbors may stay within its carrier

. . %
receiver would defer medium access for exactly the pacl§ tnsing range but cannot extract the information of the
transmission time. Compared to the standard approag

rati iggybacked in th ket. To deal with h
our approach can achieve better bandwidth utiIizatioan ation plggybackec In the packet, 1o deal with Suc

tuati F | CTS is lost at oblems, we adopt theeservation-sub-headéRSH) in
Some situations. -or example, Suppose a ISlosta 8]. Specifically, a RSH is inserted preceding the data

2In case of relay, it needs to calculate the duration of RRTS1, RRrTEAME e_‘nd is sent at the same or |(.)WE.I‘ rate compgred to
and RCTS transmissions. RTS. Different from [10], as shown in Figure 6 and Figure



SIFS SIFS SIFS SIFS SIFS SIFS

RTS DATA RTS DATA
Sender time Sender time
X CTS ACK : CTS ACK
Receiver _ time Receiver _ time
. NAV
others NAV(RTS) fme others NAV(RTS) Busy Medium(DATA) (DATA) dme
NAV(CTS) ‘ NAV(CTS)
(&) The standard scheme (b) The new scheme

Fig. 4. The comparison of two different carrier sensing schemes

Octets: 2 2 6 6 4 6 2 0 - 2308 4 i i .
Frame]  oh Dest | Source] ros | mosip [ o o Some types of transmission failures can be detected and
uration ata . . .

Contref Address | Address Contrel recovered quickly in"DCF to reduce the cost of failures.

| | . .

; Reservation Subheader ‘ ‘ As shown in Figure 2, supposk; has a packet forV;
,:ig‘. 6. Data packet'Fsmaformat in [10] and finds j[he relay nod&/,. We add two optimizations
Octets: 22 4 6 6 6 2 6 0-2302 4  tg the basic protocol as follows:

Fi . Si . - .

ContrgfPuration FCS | Dest | Source | gssin | S ol addjess Da@ | FCS « If RRTS1 is lost, N; can detect it if no packet is

mr overheard afte61F'S + o when the transmission of

| RRTSL1 is finished. Then, it replies a CTS A9;

« If the data packet sent froy; to N, is lost, N; can
detect it if no packet is overheard aft8f F'S + o.
Then, N; backoffs based on the binary exponential
backoff protocol for re-transmission.

I
Fig. 7. Data packeth??zacnqegdformat in our scheme

7, our RSH does not need to include the MAC addresses
of the sender and the receiver because the revised carrier
sensing scheme would not incur any incorrect medium
_reservatlon of RTS. As a resu!t, the over_head of o_ur R%I_ Impacts of Relay

is smaller than that in [10]. Since RSH is transmitted at In multi-hop ad hoc networks, the relay node may have
a low rate (2 Mbps in this paper), all one-hop neighbgome impacts on the system performance. In this section,
nodes can extract the duration in the RSH and update thg# discuss some issues caused by relaying packets, and
NAV values accordingly. show that these impacts are very small in most cases

2) Dealing with Dynamic Channel ConditionThe through analysis.
channel condition may change frequently in wireless
networks [19], which may have significant impacts on the
performance of-DCF. In order to alleviate the impacts of
dynamic channel conditions, it is desirable to adaptively
decide when to perform relay according to the channel
conditions.

We design a simple randomized algorithm as follows:
Each relay node in the relay table &7 is associated with (a) Exposed terminal (b) Hidden terminal
acreditranging in[0.0, 1.0]. To exploit successful reIays,F_ 8 Anil on of the | ofDCF al
each time whenV; finds a relay node for the receivaf;, ' 8. An lllustration of the impact on spatial reuse
N; chooses the one with the largest credit. After selectingl) The Impact on Spatial Reuséis packets being
the relay node)NV; generates a random numbefix0, 1.0] relayed,rDCF may have impacts on the spatial reuse of
and sends RRTS1 to the chosen relay node if the credithe network. As shown in Figure 8 (a) and (b), any pair
greater than or equal to the random number. Otherwisd,nodes connected by a solid line can hear each other.
N; applies DCF and sends RTS 10;. When a nodeV,, With the standard DCFf; and f, can simultaneously
successfully relays a packet fa@y;, which is indicated transmit data since they don't contend with each other
by receiving the ACK, the credit olV, is increased by for the medium. WhemV, relays packets for flowf;, N3
0.1. When a relay viaV, fails, the credit is decreased byhas to defer its transmissions in order to avoid collisions,
0.1. When N; receives that willing list fromV,. and finds which may cause exposed or hidden terminal problems
itself in the list, the credit ofV,. is enhanced by.5. [4], [5]. At a first glance, if N, always relays packets for




I d (meters) 210 | 220 | 230 [ 240 [ 250
f1, the performance of, may be significantly affected. Upper bound of mcreasef]

After looking into the carrier sensing mechanism of IEEE| sensing area%) 115| 105] 92| 82 | 7.2
802.11, we can see that the impact is quite small in most
cases.

SupposeN, relays a packet forf; at time ¢. For
exposed terminal problem, there are two cases: We also analyze the extended sensing area caused by
N,.. As shown in Figure 9, the extended sensing &fes

which means that it can extract the packet duratiofr's sensing area which does not overlap with the sensing

N; can defer medium access for the exact tinfd€as 0fV1 and Ns. It is not difficult to see that, for
period of the ongoing data transmission, and th&hd\ven distanced) betweenV; and N, the size ofS
start to contend for the medium again. As a resumcreases ag, +d- increases. To meet the criteria of relay,
di1 + dy < Dg5 + Dy should hold, wherdDs 5 and Dy

to access the channel. are the maximum transmission range of 5.5 Mbps and 11
« Case 2: N3 is within the carrier sensing range ofMbps respectively. By setting; andd; to be D55 and

N, so that it cannot extract the packet duration. 111 respectively, we can calculate the upper boundof
this case N3 resumes contending the medium only Ve give some numerical results on the upper bound of
when the medium is idle for an extended inter-fram@créased sensing area as a function.oFollowing ns-2
space (EIFS), which is equal to 364 [12]. As a (9] We setr, D55 and Dy to be 550m, 200 m and
result, N3 may defer the medium access to sometimi)0 "espectively.d changes from 210 m to 250 m. The
later after N, receives the ACK. Since the time offumerical results are shown in Table Il. As can be seen,
(ACK+the post backoWDAT Ay, ) is greater compared to the total sensing area of the sender and the

than EIFS, we can see thak would not be starved receiver, the increased sensing area is small.
and can eventually obtain the medium access. 2) The Impact of Hidden RelayBased on the location
of the relay node, some node may be able to hear from

When N transmits a packet tdVy, N, sets its NAV. 6 sender, but unable to hear from the relay node. For
to be either the data transmission time fra¥g to N,

TABLE I
THE IMPACT OF RELAY ON THE SENSING AREA

« Case 1:Nj is in the transmission range &, at ¢,

in the long run N3 and N, have similar opportunities

or EIFS (when a collision happens). WhéW, sends Nr
packets taV, at this time,N, will not send RRTS2 taV,

since its NAV has not expired. In this case, the receiver ° ° ./'\.
applies the optimization technique in Section IV-B.2 and N3™ 1, N4 N

the impending packet aV; is served with DCF.

For the hidden terminal problem, the impact of re|a§,ig. 10. Anillustration of the impact of hidden relay node
could be greater since the sender ff will double o
its current contention window size and backoff agai$*@mple, as shown in Figure 10/, can hear fromV;
However, similar to the exposed terminal problem, sind®!t cannot hear fron¥,.. This may cause collisions &

N; does not always sense busy medium, this impatificeNa may not defer medium access for the period of
would not significantly affect the performance ff. one data transmission wheW. relays a packet foy;. In
the following, we analyze this impact, and show that it is

very small. Supposé&V; sends a packet td/,. at timet,
there are two cases:

» Case 1:N, can extract the duration from the packet,
and defer medium access accordingly. Since the
duration is equal to the time needed for relaying the
data packetN, would not contend for the medium
before N, gets the ACK.

o« Case 2: N, cannot extract the duration from the
packet, and set its NAV to be EIFS. With DCF, EIFS
can be used to guarantee that the sender can receive

Fig. 9. An illustration of the extended sensing area the ACK. However, it may not always hold #DCF.

3After receiving the ACK, the sender is required to backoff for a Since EIFS could be smaller thdaATANT%M +
random period between 0 a@V,,;» ACK + DIFS, Ny may send a packet tv; before




N; receives the ACK, since it does not sense thmllision avoidance follows binary exponential backoff.
signal of the packets sent Y, and N,. As a result, Let CWp,;, denote the minimum contention window size

it is possible that the packet sent by collides with (in the number time slots), and assume that each node
the ACK atN,. applies the binary exponential backoff scheme with the

. maximum backoff stage: (i.e. CWe = 2™ %« CWin).
When Case 2 happens; needs to re-transmit the datg-o 5 fully connected topology with, flows, the prob-

packet. As stated in Section IV-B.2/; also reduces the gpijlity 7 that a flow transmits in a slot time is obtained
credit of V. by 0.1 since the previous relay operatiorfrom the following function:
failed. Even if the flow rate off; is high, the occurrence 1 .
of Case 2 is bounded since the creditéfwill eventually 220 =7)" " = 1) = 20 = )" = D(CWoin + 1)7 +
be small enough so that, would not be chosen for relay. (1= (1 =7)"")CWin(1 = (21— (1 =7)"")™)7r =0 (1)
Since we do not consider capture, as shown in Figure 4,
the carrier sensing schemedDCF is exactly equivalent
to that of DCF. InrDCF, for each node other than the

In this section, we describe hovDCF can be incor- sender and the receiver sending the packet, the node defers
porated into IEEE 802.11. The MAC layer header aritk own transmission in the same way as in DCF, no matter
the format of the MAC frame used for unicast is showit relays the packet or not. With the fact thaddCF and
in Figure 7. Similar to the standard [12], each MACDCF have the same backoff scheme, we can see that
frame has four address fields to indicate the BSS identifl§€_process of contending the channel at each node in
(BSSID), source address (SA), destination address (DA CF is the same as that in DCF. Consequently, the time

and the fourth address. These addresses mav appe S Ient in contention for each node #DCF is the same
: Y appealMpat in DCF. The following shows the average time

different order and in different type of frames. In order tq,; ine channel being sensed busy under DCF D@F
supportrDCF, some minor modifications to the standarghich are denoted dEPCTF andTTPCF respectively, and

802.11 frames are required: Each relay related datazgferage time spent in contention, denoted’as
control frame (e.g., RRTS1) uses all four address fields DeF
in the order of SA, DA, BSSID, and the fourth address. L = RIS +CTS + ACK + DATA(L, Ry)

D. Implementation Issues

The first and second hop relay can be differentiated by +45IFS + 40 + DIFS (2
the subtype valdein the frame control field. With SA, TrPCF = RRTS1+ RRTS2+ RCTS + ACK

DA and the fourth address fields, the addresses of the +DATA(L,R;) + DATA(L, R»)

sender, the relay node and the receiver can be stored in +5SIFS + 55 + DIFS ©)
each frame. In order to identify the piggybacked trans- T, — RTS + DIFS +§ @)

mission rates, we append an 8-fate tagto the frame if

necessary. The tag is divided into two 4-bit fields, whichNote that the time spent by each packet includes the
can be used to represent two transmission rates. Siowverhead of PHY and MAC header, which is obtained
many functions of DCF (e.g. RTS/CTS, rate adaptatioagcording to each frame format in DCF anDCF re-

are implemented in firmware [13], these modifications caectively. With the results of [5], the ratio between the

be easily done. saturation throughput of DCF and that of DCF, denoted
by -, follows:
V. ANALYSIS OF rDCF L= (1- Py)o + P, P,TPCF + P,.(1 — P,)T. 5)
In this section, we analyze the saturation throughpy (1= Py)o + Py BTIPCT + Pip(1 = Py)Te
gain of rDCF over the single rate DCF (operating at
Mbps). For simplicity, we assume the channel condition Py =1-(1-1)" (6)
is ideal (i.e. no hidden terminals and capture [5]) and all P - nr(l— 7)1 e
flows are always backlogged. The cases with dynamic s P,
channel condition are studied through simulations (s&gnerer. is the packet lengthy is one time slotR is the
Section V). base rate (i.e. 2 Mbps), anl; and R, are the average

The analytic model developed by Bianchi [5] is use o :
for throughput analysis because it can be used to moga]nsmlssmn rate of the first hop relay and the second hop

i MA/CA MA | i hatt &
various CSMA/CA based C protocols provided t art With Eq 5, we show the numerical results of the

“The subtype value can be selected from the reserved ones beW\gHPUQhPUt gain as the_funCtion Of_ paCk?t lendthWe
1000 and 1111 (binary). also validate our analysis through simulations. We assume
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Fig. 11. Throughput gain: analysis versus simulation Fig. 12. The BERs under different transmission rates

that n = 5, CW,un = 32, m = 5, and each flow the approximate BER performance using different mod-
has a relay node which providdd, = 5.5Mbps and ulation techniques in [1], we have the BERs at different
Ry; = 11.0Mbps. As shown in Figure 11, the resultstransmission rates shown in Figure 12. The probability
between analysis and simulation are quite close. We da&atp can be successfully received, denotedRy..., is
see that the throughput gain increased.ascreases. In calculated by:
particular, whenl is too small (say less than 400 bytes),

rDCF performs worse than DCF. The reason is that when _Ps““ == B_ERW))L (9)
L is too small, the reduced transmission time by relayif’€r€ BEE(7) is the BER with the SNR of;, and L is
data packet cannot combat the extra control overhead!df Packet length.

rDCF (e.g. RRTS2 packets). B. The Simulation Setup

Our simulation is based on ns-2 and its extensions

VI. PERFORMANCE EVALUATION .y ;
A. The Propagation Model [18], [9]. Similar to [20], the distance thresholds for

When the wireless channel is assumed to be stable, WePPs, 5.5Mbps, and 2Mbps are 100m, 200m, and
use the propagation model in ns-2 [9], which combines t4@0M respectively. The thresholds for different data rates
Friis free space propagation model and the two-ray groufief chosen based on the distance range. The mean period
propagation model [19]. Basically, when the sender afer service advertisements is 1.0 second_. The glata_pacl_<et
the receiver are close, the Friis free space model is appllg9th is set to be 1000 bytes and the simulation time is
so that the path loss exponent is 2. Otherwise, the twistt O be 100 seconds. Based on the analytical results in
ray ground propagation model and the path loss exponafgCtion V, we set the packet size threshold for relay to be
becomes 4. 400 bytes. We run each case 5 times and use the average

When there is multi-path fading or relative movemer@S the simulation result.
between the sender and receiver, the channel conditioVe comparerDCF with the state-of-the-art protocol
between them may change frequently. The frequengglledreceiving based auto rat(RBAR) protocol [10].
of this change depends on the relative speed of tligas been shown that RBAR outperforms the standard
mobile node with respect to its surroundings. We use tiF and the sender-based rate adaption protocol called
Ricean fading model [19] to simulate the fading chann@Hto rate fallback (ARF). We do not compaf@CF with

conditions. The Ricean distribution is given by: the opportunistic auto rate (OAR) protocol since OAR
, .k degrades to RBAR when the link quality between the
p(r) = gef(h_ﬁ 'Io(2K) (8) sender and the receiver is poor. The RBAR protocol works

where K is the distribution parameter representing thas follows. The receiver measures the channel quality
line-of-sight component of the received signat, is the based on the signal-to-noise ratio of the arriving RTS
variance of the background noiseis the received power, packet. Then, it sets the transmission rate according to the
andy(.) is the modified Bessel function of the first kinchighest feasible value allowed by the channel condition,
and zero order [19]. and piggybacks the rate with the CTS packet. After
When a node receives or overhears a packet, it deteeeiving the CTS, the sender sends out the data packet
mines whether the packet is corrupted according to tiagth the piggybacked transmission rate.
packet length, the SNR and the corresponding bit errorWe use throughput and delay to measure the perfor-
rate (BER). With the BER of BPSK given by [16] andnance. The throughput is the total amount of data (in bits)
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delivered divided by the simulation time. The packet deldiie prolonged delay has been discussed in Section IV-C.1,
is the time interval from the packet entering the sendegsd the result conforms our claim that flow 2 would not
gueue to the time being delivered to the receiver. Note tha starved.

the control overhead is also counted in the measurement.

C. Simulation Results D. The Impact of Hidden Relay

— BRAR
- = 1DCF (Expose)
- - DCF (Hidden)
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Fig. 14. The impact of hidden relay on rDCF
1) Impacts on Spatial Reusén this experiment, we e study the impact of hidden relay in this section.
evaluate the impacts ofDCF on the spatial reuse, andrhe topology has been shown in Figure 10. We assume
assume the channel condition is stable. The topologiggt the channel is stable. By default,iBCF we assume
used are shown in Figure 8 (a) and (b), under which th¢, can extract the duration of each data packet sent by
performance results are denotedr@CF (Exposed) and v, »DCF (Sensing) denotes the situation that cannot
rDCF (Hidden) respectively. The channel quality betwegixtract the duration field. As stated in Section IV-C.2, the
the sender and the receiver of each flow can only suppphbact of hidden relay does not exist in the defaillCF,
2 Mbps. N, and N3 are within the sensing range of eacyyt it exists inrDCF (Sensing).
other. Thecontending traffic loadCTL), which is the  \ye evaluate the impact of CTL on the delay of flow 1.
percentage of the saturation throughput, of flow 1 (flowhe rate of flow 1 is fixed to be 160 Kbps. As shown in
2) increases as the aggregated traffic of the flows whqq@ure 14 (a), when the CTL of flow 1 is low, because of
sender and receiver are spatially close to those of flowrg|ay1 the delay of flow 1 inrDCF andrDCF (Sensing)
(flow 1) increases, and vice versa. is much smaller than that under RBAR. As the CTL
We first evaluate the impacts of CTL on the throughpif flow 1 increases, the delay of flow 1 undeDCF
of flow 1. Suppose flow 1 is backlogged. As showgnd,DCF (Sensing) increases and becomes close to that
in Figure 13 (a), when the CTL of flow 1 is not highynder RBAR. SinceV, and N, can hear each other, they
(e.9. 50%), the throughput of flow 1 undePCF is not compete the medium access. As a result, as the CTL
affected and is much higher than that under RBAR. ¥ flow 1 increases)N; takes more time to contend the
case ofrDCF (Expose), when the CTL of flow 1 is highmedium. From the figure, we can also see that the delay
(i.e. over 75%), the throughput of flow 1 decreases. A flow 1 underrDCF (Sensing) is almost the same as
discussed in Section IV-C.1, sind€, frequently defers that underrDCF, which shows that the impact of hidden
the medium access of flow 2, many data packets &&ay on the delay of flow 1 is almost negligible.
transmitted with direct transmissions. In caser@fCF We then examine the impact of CTL on the throughput
(Hidden), the impact of flow 1's CTL is very small sincgyf fiow 1, which is always backlogged. As shown in
N3 only sends short packets (i.e. CTSs and ACKS). NO#?gure 14 (b), the throughput of flow 1 undeDCF
that N3 and N, are within the carrier sensing range ofnq »DCF (Sensing) is always greater than that under
each other. RBAR. Only when the CTL of flow 1 is high (say more
We then evaluate the impacts of CTL on the delay @fan 50%), we can see the difference betwe&CF
flow 2. The rate of flow 2 is fixed to be 160 Kbps (or 2Qnd,DCF (Sensing). As expected in Section IV-C.2, due
pki/sec). As shown in Figure 13 (b), in case of boBCF 5 collisions caused byv,, the throughput of flow 1
(Expose) andDCF (Hidden), when the CTL of flow 2 iS ynder rDCF-S is less than that undeDCF. However,
not high (i.e. less than 50%), its impact on flow 2's delajhe throughput difference is small, which shows that the

is quite small. When the CTL of flow 2 is very high (i-impact of hidden relay on the throughput of flow 1 is not
near 100%), the delay of flow 2 increases. The reasonepgig issue.
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E. Fully Connected Topology After looking at the throughput of each flow, we found
In this subsection, we study the performance-BDCF that the impact of channel errors on fairness can be
in a fully connected topology where nodes can hear eagignificantly reduced byrDCF. Figure 16 shows the
other. We put 20 nodes in the area (220m220m). throughput of each flow when K=0. As can be seen, under
Among them, 10 nodes act as either the sender or fRBAR, the throughput of flow 3 and flow 5 is much less
receiver of the five flows. To examine the effectiveness fian that of flow 1, flow 2 and flow 4. The reason is that
relay, we assume the average channel condition betwega distance between the sender and the receiver of flow 3
the sender and the receiver of each flow can only suppafid flow 5 is longer than that of other flows. As a result,
2 Mbps. The remaining 10 nodes are randomly distribut@ge accumulated time period when the channel condition
in the area. We use the Ricean propagation modeljf¥poor becomes larger, which causes more packets of
emulate the dynamic channel condition and evaluate i@y 3 and flow 5 being lost due to channel errors.
impacts of the line-of-sight parameter K and the mobilitxconsequently, due to the binary exponentially backoff, the
1) Impact of K: The channel condition could be quiteaccumulated backoff time of flow 3 and flow 5 becomes
dynamic due to various factors. One important factor jfiore than other flows. However, as shown in the figure,
the line-of-sight parameter K. A larg’ means a good this unfairness does not exist und@®CF. The reason is
channel quality while a smalk’ means a poor channelhat most packets from flow 3 and flow 5 can be delivered
via relay, where both the channel conditions between the
sender and the relay node and between the relay node
and the receiver are more stable than the direct link. As a
- P result, the number of transmission failures due to channel
errors can be significantly reduced by using relay.
- 2) Impact of Mobility: Mobility affects the channel
condition in two ways. First, it changes the node’s location
: ¥ e e ¥ T which may affect the value o and the strength of
(@) Delay (b) Throughput the received signal strength. Second, due to Doppler shift
Fig. 15. The performance comparison between RBAR and rDGAR frequency of the received signal, it may reduce the
under different K
guality. We first set the rate of each flow to be 160 Kbps
and evaluate the packet delay undBXCF and RBAR. As T
shown in Figure 15 (a), the delay undedCF is much ~\
smaller than that under RBAR and the impact of K on i,
rDCF is smaller than that on RBAR. We then evaluate the |
system throughput undeDCF and RBAR by letting all [T
the flows always backlogged. As shown in Figure 15 (b), " = 7 Zaiman © ©° ° 5 2 7 Ziedeson 0 °
underrDCF and RBAR, the system throughput increases (a) Delay (b) Throughput
as K increases, since the system-wide channel conditiogn 17. The performance comparison between RBAR and rDCF
becomes better when K is larger. Compared to RBAR}der different velocities
rDCF can have much higher system throughput (at leg@annel coherence time period. We evaluate the impact
25% more). The performance gain is mainly due to thH¥ mobility on the performance ofDCF. Similar to [10],

high transmission rate achieved by the MAC layer relagach receiver of a flow keeps moving back and forth. More
specifically, it moves toward the sender until the distance

e between them is equal to 200m, and then moves back
_ until the distance between them is 250m. Similar to [20],

aop ] K is fixed to be 5. As shown in Figure 17 (a), the delay
underrDCEF slightly decreases as the mean moving speed

H

ec)

Total Throughput (Kbps)
8

H

Average Delay (mst

increases. This can be explained as follows: as the moving
speed increases, the receiver may have more chances
to move closer to the sender, which makes the average
channel quality between the sender and the receiver better.
With relay,rDCF outperforms RBAR because it can have
Fowd ’ higher transmission rate when the sender and the receiver
Fig. 16. The fairness comparison between RBAR and rDCF

Throughput (Kbps)

oL |
1



12
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